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ABSTRACT

The goal of this thesis is to understand two central questions in evolutionary genetics: (1)

What evolutionary forces shape the pattern of genetic variation? and (2) how does genetic

variation result in phenotypic differences? These two questions are intimately connected

as the result of the latter both fuels and limits the possibility for future adaptation, while

natural selection acting on phenotypic variation determines the frequency of mutations.

In the first part, I examined the role of positive selection in cis-regulatory evolution. In

comparison with the coding regions, where the importance of positive selection in shaping

natural variation patterns has been established by both theoretical and empirical work, the

role of natural selection in cis-regulatory regions has been more controversial. On one hand,

genome-wide scans of noncoding DNA pointed to strong signals of positive selection, partic-

ularly within 5’ and 3’ UTR regions, where regulatory elements are enriched. On the other,

empirical observations of a fast turnover (lineage specific gain and loss) of transcription fac-

tor binding sites (TFBS) contrasts with striking functional conservation of other regulatory

sequences, which has prompted many researchers to propose neutral evolution under func-

tional constraint. However, a rigorous population genetics approach has not been applied

to formally evaluate these and alternative hypotheses. In this study I specifically tested the

alternative hypothesis of natural selection driving the turnover of TFBS, using Drosophila

enhancers as an example. By combining a population genetic approach with a high-quality

dataset of TFBS and a state-of-the-art microfluidics technology, I found that the patterns

of divergence and polymorphism are not consistent with the neutral hypotheses. Instead

they strongly suggested the action of positive selection both in the gain of new binding sites

and also in their loss. Consistent with this finding is a nuanced, two-timescale view of reg-

ulatory evolution. Frequent and subtle changes in function can occur on a short timescale

and drive adaptive changes, while constraints fundamental to developmental processes and

genetic network interactions act as a centripetal force and assure functional stability of reg-

ulatory components and interactions across a longer timescale. This view is also supported

xii



by empirical findings of subtle yet significant differences in the expression patterns driven

by orthologous enhancers, whose functions were previously considered unchanged.

The second part of my thesis explores a novel approach of using Drosophila natural varia-

tion to study the genetic architecture of human complex diseases. The question of identifying

the polygenic basis for common human disorders have gained increasing attention, due both

to the advances in technology that made genome wide association studies (GWAS) in human

possible, and the rising incidence of common diseases that increasingly burden our societies.

Hampering this effort, however, is the inability to resolve more basic questions about the

types of mutations producing complex traits, their mechanism of action (and interaction),

their frequencies in population and their magnitudes of effects. To overcome some of the limi-

tations faced by human studies, such as a low mapping resolution and difficulty in performing

functional analysis, we developed a fly model approach, in which we first constructed a model

for a Mendelian disease trait, which was subsequently turned into a genetically complex trait

by crossing the mutant line into a diverse genetic background (178 inbred lines derived from

a wild Drosophila melanogaster population). Employing both traditional GWAS approaches

and a novel extreme selection scheme, the aim was to identify both common and rare variants

underlying the continuously variable disease trait, and to dissect their genetic and molecu-

lar effects. The fast decay of LD combined with complete genome sequences enabled us to

narrow down the association peak to a 400bp block containing an insertion/deletion (indel)

polymorphism in the intron region of the gene sfl. Experimental analysis established the

functional link between sfl and the human mutant proinsulin induced neuro-degeneration

phenotype. RNAi analysis of additional genes in the same pathway strongly suggested a pre-

viously unknown link between Heparan Sulfate Proteoglycan (HSPG) and cellular responses

to misfolded proteins. Finally, by performing allele-specific expression analysis, we revealed

the potential mechanism of the intronic variation, suggesting that changes in expression level

of sfl may be the cause for phenotypic variation.

The two studies highlighted the use of Drosophila as a model for understanding both the

xiii



evolutionary forces shaping patterns of genetic variation, and resolving the genetic basis for

complex traits. In the future, I expect to use knowledge gained through the second part to

construct models for investigating how natural selection operates on polygenic traits, which

include most life traits such as height and weight, a challenging question in evolutionary

biology now.
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1

INTRODUCTION

“. . . whilst this planet has gone cycling on according to the fixed law of gravity,

from so simple a beginning endless forms most beautiful and most won-

derful have been, and are being, evolved.”

Darwin, Charles (1859). On The Origin of Species.

Chapter XIV, p. 503.

When looked at closely enough, every individual is unique, either by its genetic makeup or

the environment in which it has developed and inhabits; In the meantime, however, astound-

ingly different life forms may possess great similarities at the molecular level, e.g. proteins

whose function have hardly changed since the species had a common ancestor (Halder

et al., 1995). Underlying the amazing diversities or the surprising similarities are biological

processes including mutation and recombination, which generate genetic diversity; environ-

mental factors that makes even genetically identical twins differ, and natural selection, which

can either keep gene functions unchanged, or in other cases, promote changes in a very short

timescale as species adapt to changing environments. The ultimate goal of this thesis is to

understand how natural selection shapes the pattern of genetic variation, and how genetic

variation underlies phenotypic variability, which, in turn, serves as the source for future

adaptation.

1.1 Questions and Approaches

This thesis consists of two parts: the first part (Chapter 2: Does Positive Selection Drive

Transcription Factor Binding Sites Turnover? A Test in Drosophila Enhancers) explores

the evolutionary forces that shape the pattern of natural variation, particularly focusing on

cis-regulatory regions; the second part (Chapter 3: Natural Variation in Drosophila Modifies

a Human Misfolded Protein Induced Eye Degeneration; 4: GWAS in Drosophila Synthetic

1



Population Resource (DSPR); 5: Extreme Selection to Identify Common and Rare Variants

Influencing a Complex Trait) investigates the genetic architecture of a complex trait in a

natural population.

While the two questions may seem distinct, I’d like to argue that they are indeed inher-

ently connected. On one hand, it is common observation that the spectrum of phenotypic

variation in natural populations can differ significantly from that of lab-generated muta-

tions, for the reason that natural variation has been subject to various evolutionary forces

– most importantly natural selection, which alters the frequency of individual and com-

binations (haplotype) of mutations. Consequently, understanding how evolutionary forces

shape the pattern of natural variation provides the essential backdrop for solving the ge-

netic architecture of a complex trait. On the other hand, knowing what genetic variation

is available to influence a trait of adaptive or disease value is also critical for studying how

evolution happens, because the former is the raw material that natural selection can operate

on, and, importantly, also limits the ways that evolution can proceed by selection. This is

because many mutations or combinations are simply not available or only present in very

low frequencies either because the mutational input is infrequent, or more likely, they are

too deleterious to persist. Therefore, I believe juxtaposing these two questions will benefit

our understanding of both.

These two questions not only matter in evolutionary biology, but have also gained in-

creasing importance in disease research. As we know, human common disorders such as

diabetes have risen steadily in occurrences, affecting an increasing number of people in to-

day’s world. As it turned out, nearly all human common disorders have a complex genetic

basis, precluding a simple diagnosis and specific treatment. A lack of understanding of how

genetic variation affect the disease traits and how their patterns are shaped by historical

forces greatly hamper the development of accurate diagnosis and effective drugs. While

recent advances in Genome-Wide Association Studies (GWAS) have produced a great leap

forward in terms of identifying novel genetic loci for a number of common disorders, their

2



roles in the biology of disease remains to be worked out. An even more challenging question

involves identifying epistatic interaction among loci, which is clearly at play (Carlborg

and Haley, 2004; Cho et al., 2012). Resolving these basic questions in human studies have

proved extremely challenging, in part due to our large genome size, structure of haplotype

blocks and difficulty in performing experimental validation and functional analysis.

Drosophila melanogaster and its related species have served as a indispensible model for

studying the evolutionary forces in natural populations and the genetic basis of quantitative

traits (McDonald and Kreitman, 1991; Smith and Eyre-Walker, 2002; Andolfatto,

2005; Bergland et al., 2008; Dworkin et al., 2009; Sella et al., 2009; Miles et al., 2011;

Wang et al., 2006; Mackay et al., 2012). In this thesis I am going to exclusively utilize the

Drosophila model to answer both questions, although implications for evolutionary processes

in general or human biology more specifically are drawn wherever possible. The first question

will be investigated in the context of transcription factor binding sites turnover, centered on

a controversy involving a strictly neutral vs. adaptive evolutionary interpretation. For the

second question, I will describe several novel approaches for studying the genetic architecture

of complex traits, taking advantage of the abundant natural variation in D. melanogaster and

the the availability of powerful genetic and molecular toolkits, which I show bear important

implications for human complex disease studies.

Many efforts have been devoted to address both questions in evolutionary and quantita-

tive genetics; some of them serve as valuable models for my work (Wittkopp et al., 2004;

Moses et al., 2006; Burton et al., 2007; Gibson, 2009; King et al., 2012; Mackay et al.,

2012). However, two features may distinguish my work from previous efforts: 1) in terms

of subjects, I focused primarily on cis-regulatory sequences; 2) in terms of methods, I strive

to assign molecular and phenotypic effects to sequence variants whenever possible, in order

to analyze them separately to gain further insight into the evolutionary dynamics. Rather

than treating all variants indiscriminately, grouping them by their functional effects allowed

me to relate the evolutionary dynamics to a biological function. I have endeavored to make

3



both features clear as this thesis unfolds.

1.2 Evolution of Transcription Factor Binding Sites in

Drosophila Enhancers

To investigate the first question, I chose to focus on cis-regulatory regions, more specifically,

transcription factor binding sites, or TFBS. These short DNA motifs, generally 5-15 bp in

length, serve as the recognition sites for sequence specific transcription factors (to be distin-

guished from general transcription factors). Together, they control the target gene expression

in a temporally and spatially specific manner. TFBS usually form heterogeneous clusters –

together with the intervening and flanking sequences whose functions are often unclear, they

form a structure called an “enhancer”, a general feature in most higher eukaryotic genomes.

There are several reasons why transcription factor binding sites are suitable for studying

the first question, i.e. how natural selection shapes the pattern of genetic variation. First and

foremost, these short DNA motifs exhibit a dynamic pattern of change during evolution. One

study estimated that 32-40% human functional binding sites are not functional in rodents

(Dermitzakis and Clark, 2002). A similar analysis in 12 Drosophila species also revealed

a high rate of binding site loss and gain, a process I will refer to as binding site turnover

(or turnover for short) across the phylogeny (Kim et al., 2009). This is in stark contrast to

what we know of coding sequence evolution, where 80% of the mouse genes have a 1-to-1

ortholog in human (Mouse Genome Sequencing Consortium et al., 2002), and the

level of protein sequence conservation estimated in 1196 coding sequences (CDS) averaged

85% (ranging from 35% to 100%, Maka lowski et al., 1996).

Paradoxically, the functional output of enhancers, that is, gene expression patterns, ap-

pear to be highly constrained in at least a few developmental genes studied (Ludwig et al.,

1998; Ho et al., 2009). A best known example of this is the stripe-2 enhancer for even-

skipped in Drosophila melanogaster. It has been shown that orthologous enhancers from
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other Drosophila species as well as a group of distantly related sepsid flies, when assayed

using a reporter gene in the D. melanogaster trans-background, drive nearly identical ex-

pression patterns (Ludwig et al., 1998; Hare et al., 2008).

This striking level of functional conservation contrasts sharply with the absence of appar-

ent sequence similarity – the enhancer sequences between D. melanogaster and the Sepsid

flies have diverged beyond the ability of conventional alignment techniques (Hare et al.,

2008). This, and similar observations, have prompted many researchers to suggest that the

evolution of TFBS is dominated by genetic drift, and that the realized gain and loss of

TFBS should cause no change to enhancer function (Hare et al., 2008; Lusk and Eisen,

2010). However, this is difficult to reconcile with the finding that lab-generated mutations

that disrupt combinations or individual binding sites in enhancer constructs were shown

to significantly alter the expression pattern (Stanojevic et al., 1991; Small et al., 1992;

Arnosti et al., 1996). Some have hence put forward a compensatory neutral evolution model

(Durrett and Schmidt, 2008) to explain the paradox. This model is consistent with the

finding that whereas the sequences may diverge beyond being alignable, the types of TFBS

(i.e. for which transcription factors) and the number of instances of each often remains sim-

ilar, and in some cases are sufficient for specifying the expression pattern (Crocker et al.,

2008; Guss et al., 2001). Therefore, it may seem that the lack of apparent sequence con-

servation masks the deep level conservation of the composition of TFBS. This phenomenon

nevertheless begs the questions of how functionally critical binding sites are lost and/or new

ones gained under the assumption that no functional changes were allowed in the enhancers.

One possibility, which I will argue for in this thesis, is that they have indeed caused

significant, albeit small, changes to the expression pattern, and those changes are likely to

underlie adaptive processes (Crocker et al., 2010). In the second chapter, I will describe

evidence supporting this view in the context of testing for positive selection acting on TFBS

turnover.
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Importance and Challenges in Studying Cis-Regulatory Evolution

Apart from the intriguing evolutionary dynamics of TFBS, cis-regulatory evolution in gen-

eral is an important and yet less well understood aspect of evolution. As early as the

1970s (Britten and Davidson, 1971), cis-regulatory evolution has been proposed to be a

likely source for evolutionary novelties. Later, the discordance between how little protein

sequences differed vs. how much human is morphologically and behaviorally different from

other primates led King and Wilson to make the famous prediction that most of the human

specific evolution lies in regulatory changes (King and Wilson, 1975). While these initial

claims remain speculative to this day, the importance of cis-evolution is now well supported

by a number of empirical studies, where the genetic changes underlying within or between-

species differences were mapped to regulatory rather than coding regions (Gompel et al.,

2005; Guss et al., 2001; Frankel et al., 2011; McGregor et al., 2007; Jeong et al.,

2006; Prud’homme et al., 2006). In some of these cases, the adaptive values of the mor-

phological change is obvious and thus offers a direct link to adaptation (Chan et al., 2010;

Shapiro et al., 2004; Jones et al., 2012). Based on these observations, it has been argued

that cis-regulatory changes have greater potential to be utilized by natural selection during

adaptation than coding changes. Because enhancers and other regulatory elements are often

modular, cis-regulatory changes are less likely to produce pleiotropic effects, a major factor

hindering adaptive fixation.

Despite the importance and evidence of cis-regulatory evolution underlying adaptation,

a direct proof of natural selection, especially positive selection, acting on regulatory changes

is surprisingly rare. This is partly due to the difficulty of identifying enhancers and TFBS

in large numbers with high confidence. Unlike for coding regions, there lacks a set of rules

for predicting enhancers and defining their boundaries; the counterpart of the genetic code,

which allows the interpretation of nucleotide changes in protein coding regions, is also not

available for similar interpretations of changes in TFBS. Until recently, studies of TFBS

evolution have been limited either to a small and highly specific set of binding sites, relying
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on pre-existing knowledge about the system (Bachtrog, 2008), or a large dataset mainly

based on bioinformatic prediction, which suffers a high false positive rate (Kim et al., 2009).

In this thesis, I will take advantage of a curated set of high-confidence TFBS drawn from the

literature and recently published polymorphism data for D. melanogaster and D. simulans

to test whether neutral processes or positive selection drives TFBS turnover. Moreover, I

applied a state-of-the-art microfluidic technology to help classify sequence variants within

TFBS according to their predicted effects on binding affinity, a fundamental property of

TFBS that might determine different evolutionary patterns. By analyzing them separately,

I was able to gain a more detailed picture of how these short DNA motifs evolve and by

implication, how selection might have utilized TFBS variation to modulate enhancer output.

1.3 The Genetic Architecture of Complex Traits

By genetic architecture of a trait, I mean the collection of genetic variation in a population

that affect the trait. Specifically it concerns such properties as (1) which genes harbor causal

variants, (2) the distribution of their effect sizes and allele frequencies, and (3) the molecular

or developmental mechanism through which they act on the trait. Traditional genetic studies,

such as forward mutational screens for a particular phenotype, generally reveal genes or

genetic pathways with large, direct impact on the trait. Interestingly, however, these genes

tend not to be the ones that harbor variation for the same trait in nature populations,

likely because mutations in them have strong deleterious effects. By contrast, studies of

the genetic architecture of a trait, by focusing on genetic variation in a population that

underlie phenotypic variability, often reveal previously unexpected genes or pathways that

likely exert their influences through indirect means (Morris et al., 2012; Collins et al.,

2012; Sanders et al., 2008).

Studies of the genetic architecture of a trait in a natural population may serve several

purposes. In a medical setting, it can help predict the risk of disease or its age of onset,

and provide novel targets for potential drug development; In an evolutionary framework,
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knowing what genetic variation is available for a trait is ultimately more important than

knowing what genes can affect the trait, because only the former can be drawn upon by

natural selection. For a variety of reasons, major effect genes may not be variable in the

population.

The effort to decipher the genetic architecture for complex disease traits has become

increasingly important in medical genetics. It has long been known that genetic back-

ground can have profound effects on an individual’s risk or severity of disease. Even among

Mendelian diseases, genetic modifiers are far from rare, influencing various aspects includ-

ing the age of onset and reaction to drugs (Badano and Katsanis, 2002). The problem

is more dire for human common disorders for two reasons. First, the genetic architecture

for common disorders tend to involve a large number of genetic variants with very small

individual effect size, which means they are poorly understood in most cases (although, see

Wright et al., 2010). Gene-by-gene and gene-by-environment interactions, both of which

are difficult to study, are also thought to be common, further hampering development of

novel theraputics. Second, the importance in understanding and treating human common

disorders is more apparent with a rise in their incidence especially in developed countries,

perhaps as a combined result of advances in diagnosis / awareness and lifestyle changes

that predispose a larger proportion of the population to these diseases. This has posed a

great health and economic burdens on modern societies. For example, in the US alone the

number of people diagnosed with Type 2 Diabetes (T2D) has reached 25.8M (including 7M

undiagnosed patients) – or 8% of the population (US, Jan 2011, Centers for Disease

Control, 2011). Another 79M people are considered prediabetic based on fasting glucose

and A1C levels. The medical cost for T2D treatment in 2007 has been estimated to be

$218 billion (same source as above), accounting for 10.9% of the total medical expenditures

(Kaiser Family Foundation, 2007); the latter consumes 16.2% of GDP. Similar to T2D,

other common disorders such as cardiovascular diseases, obesity and cancer have all been

rising in numbers. Due to the complex genetic architecture and strong gene-by-environment
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interactions, progress in drug development that is specific to a disease mechanism has been

painfully slow despite huge investments.

Faced with these challenges, the human genetics community has responded with a coordi-

nated effort applying genome-wide association studies (GWAS) to a list of human common

diseases, with the goal of identifying genetic variants associated with disease phenotypes.

The methodology of association studies is not new, but its genome-wide application is only

recently made possible by advances in microarray and massively parallel sequencing technol-

ogy, which dramatically brought down the cost of genotyping hundreds to tens of thousands

of individuals at over a million positions in the genome. In the past five years, hundreds of

human GWAS results have been published, leading to at least 2,000 robustly associated loci

for a list of diseases and quantitative traits (Visscher et al., 2012).

The progresses achieved through human GWAS is undoubtedly huge, yet significant limi-

tations also exist. First and foremost, GWAS relies on linkage between the genotyped mark-

ers and the untyped causal variant; while the block structure of linkage disequilibrium (LD)

in human initially aids association studies by reducing the total number of markers needed

for genotyping, it eventually limits mapping resolution. As a large portion of the genome

sequence reside in a small number of large LD blocks spanning 50kb or more (Gabriel et al.,

2002), association peaks often encompass tens of genes, a problem that cannot be completely

solved by simply adding more individuals to the study. Not surprisingly, finding the causal

mutations in human complex diseases is rarely achieved, thus impeding the identification of

the molecular mechanisms. Another limitation stems from the difficulty in performing ex-

periments with human subjects. As an alternative, cell lines and mouse models are employed

when potential candidate genes are identified. These approaches, however, limit the speed

and scale at which functional studies can be carried out.

To overcome some of these difficulties, we explored a novel approach, in which we com-

bined a transgenic fly model expressing a misfolded, disease causing protein (human proin-

sulin) with the natural variation in the Drosophila melanogaster population and the powerful
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genetic and molecular toolkits available for the species. By crossing the transgenic line to a

panel of fully sequenced inbred lines that are derived from a wild population, this Mendelian

disease phenotype expresses as a continuously varying trait with an unambiguously complex

genetic architecture. We then used this model system to fine map the underlying loci and

to study the detailed mechanism of genetic variation affecting the trait.
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2

DOES POSITIVE SELECTION DRIVE TRANSCRIPTION

FACTOR BINDING SITES TURNOVER? A TEST IN

DROSOPHILA ENHANCERS*

2.1 Abstract

Transcription factor binding sites (TFBS) turnover (i.e. lineage specific gain and loss) is a

well-documented phenomenon in eukaryote cis-regulatory modules (CRM). The wide spread

of the phenomenon and the appearance of conserved expression patterns for diverged ortholo-

gous CRM led to the standing view that the observed gain and loss of TFBS were functionally

and selectively neutral. To the contrary, genome-wide population genetics analyses have un-

equivocally identified signatures of positive selection acting in noncoding regions in general,

and particularly in 5’ and 3’ untranscribed regions of genes. To specifically test the neutral

vs. selection hypotheses for the TFBS turnover process, I analyzed natural variation pat-

terns within and between two closely related Drosophila species. I found that the patterns

of divergence and polymorphism for two types of mutations – those inferred to increase or

decrease the binding affinity respectively– were not compatible with a neutral hypothesis.

Instead, multiple lines of evidence suggested that positive selection have contributed to gain

as well as loss of TFBS in the two lineages, with purifying selection maintaining existing

TFBS in the population. Spacer sequences also showed signatures of negative and positive

selection. We propose a model of CRM evolution to reconcile the finding of frequent adaptive

changes with constraints on long-term evolution.

. *A version of this chapter has been published in PLoS Genet, Vol. 7, No. 4. (28 April 2011), e1002053.
The original publication is an open-access article distributed under the terms of the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided
the original author and source are credited.
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2.2 Introduction

Gene expression in eukaryotes is generally controlled by transcriptional enhancers, also called

cis-regulatory modules (CRM), which are short regions in the genome consisting of a cluster

of transcription factor binding sites (TFBS) spaced by intervening sequences (spacers). Indi-

vidual TFBS have been shown repeatedly to be required for CRM function, yet surprisingly

they evolve rapidly and are frequently gained and lost in evolution, attributes that have been

demonstrated for a large number of CRM and transcription factors (Balhoff and Wray,

2005; Dermitzakis and Clark, 2002; Kim et al., 2009; Moses et al., 2006; Schmidt

et al., 2010). These observations pose a challenge to understanding the forces driving the

process, especially in cases where CRM function has been preserved despite sequence and

structural divergence (Gregor et al., 2008; Hare et al., 2008; Ludwig et al., 1998).

The gain or loss of a TFBS is unlikely to be functionally irrelevant, as repeatedly shown

in TFBS knockout experiments (Arnosti et al., 1996; Shimell et al., 2000; Swanson

et al., 2010), and also demonstrated for the evolved differences between two species by a

chimeric enhancer study (Ludwig et al., 2000). One possibility for reconciling conservation

of CRM function with rapid TFBS turnover is to assume that each loss of a TFBS is precisely

balanced by the simultaneous gain of a cognate TFBS elsewhere in the CRM, a process we

will call compensatory evolution (Ludwig and Kreitman, 1995). The idea draws on a

model first proposed by Kimura (Kimura, 1985), where he considers a pair of tightly linked

mutant genes that are individually deleterious but in combination restore wildtype function.

As applied to TFBS, the gain of a novel site on an allele carrying a mutation that decreases

the quality of an existing binding site can offset the mutants fitness cost, creating a selectively

neutral double-mutant allele. Binding site turnover - fixation of the double mutant allele

- is achieved entirely by genetic drift, thus preserving both CRM function and population

fitness. Recently, a theoretical model of this compensatory turnover process was developed

to ask about the feasibility of compensatory evolution for TFBS (Durrett and Schmidt,

2008). With plausible assumptions about the mutation rate, population size and selection
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coefficient on the individual mutations, a completely neutral model cannot achieve a high

enough level of turnover to explain Drosophila CRM evolution (as exemplified by eve stripe 2

enhancer), whereas a model that assumes the double mutant to be more fit than the wildtype

does.

This theoretical finding raises the prospects for positive selection being an important driv-

ing force of TFBS gain and loss. Instances of directional selection have been documented in

cases where a novel regulatory regime is favored (Ihmels et al., 2005). Functional evolution

of a transcription factor (TF) can also drive adaptive co-evolution of its TFBS (Kuo et al.,

2010; McGregor et al., 2001; Shaw et al., 2002). Broad-scale studies in noncoding regions

and promoters of genes have identified signatures of both selective constraint and positive

selection in fruitfly and human (Andolfatto, 2005, 2008; Haddrill et al., 2008; Kohn

et al., 2004; Torgerson et al., 2009). However, only a small number of population genetics

studies have been carried out to specifically test this hypothesis with TFBS or CRM, and

because they focus on a single TF or CRM, they have low statistical power to distinguish

between neutrality and selection (Ludwig and Kreitman, 1995). The generality of the

conclusions reached in these studies is also not established (Bachtrog, 2008; Macdonald

and Long, 2005).

Several different approaches have been designed to detect and quantify selection in the

system. One of them has been to consider the genome-wide ensemble of TFBS as evolv-

ing at mutation-selection balance, with the fitness of each instance of TFBS being strictly

determined by its binding energy (Doniger and Fay, 2007; Kim et al., 2009; Mustonen

and Lässig, 2005). This approach proves useful in studying the strength of selective con-

straints on functional TFBS. However, the assumption of a unidirectional fitness function,

i.e. selection always favors affinity-increasing mutations and against affinity-decreasing ones,

could be violated if the loss of a TFBS were favored or gain (or strengthening) of a TFBS is

deleterious. Another approach calculates the sum of mutational effects in TFBS on binding

affinity and compares it to the expectation under a no-selection model (Moses, 2009). A
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higher than expected sum could imply selective removal of affinity-decreasing mutations and

therefore the action of purifying selection. Applying this approach to two of the CRM also

included in this study, the author provided evidence for purifying selection acting to preserve

the functional TFBS in the anterior Bicoid -dependent hunchback enhancer and the even-

skipped stripe 2 enhancer. This test can also be used to detect positive selection, although

its power is limited due to the mixed signal with purifying selection, which is expected to be

dominant in most cases.

In this study, patterns of polymorphism and divergence are investigated in a pair of

closely related Drosophila species, D. melanogaster (mel) and D. simulans (sim). The short

evolutionary distance between the two species ensures unambiguous alignment for noncoding

sequences and also allows one to capture the potentially rapid dynamics of TFBS gain and

loss. A notable challenge in studying TFBS turnover is assembling a high quality set of

TFBS that are precisely defined and contain few false positives. Large numbers of potential

TFBS can be identified by methods involving genome-wide scans, such as computational

prediction or ChIP, but these approaches generally include a large fraction of false positives,

thus reducing their attractiveness for investigating the mechanisms of binding site turnover

(see Discussion). Instead, we chose to investigate a curated set of high-confidence TFBS

identified by DNaseI footprint in well-studied D. melanogaster CRM. Short footprint regions

usually contain only a single TFBS motif, which, in most cases, could be perfectly aligned

with the other species to allow identification of single nucleotide differences within and

between the species. Each of these differences, in turn, was evaluated for the predicted

magnitude and direction of effect on TF binding energy. The neutral and selection models

generate distinguishable predictions in both divergence to polymorphism ratios and in the

site frequency spectra. Analysis of these patterns reveal evidence for purifying selection

against affinity-decreasing mutations segregating in the population, while multiple lines of

evidence indicate positive selection for both gains and losses of TFBS. These empirical

findings challenge the prevailing view of neutral compensatory turnover, and have important
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implications for understanding CRM functional evolution. In the course of the analysis, we

also identified and modeled a potential ascertainment that can impact population genetics

studies of genomic features that have been identified only in a reference sequence such as

TFBS.

2.3 Results

Our analysis focuses on single nucleotide polymorphism (SNP) and divergence in 645 exper-

imentally identified TFBS for 30 transcription factors in 118 autosomal CRM (Table S.1),

all annotated in REDfly (Gallo et al., 2010). These 645 TFBS represent the complete

set for which we could obtain unambiguous alignment of both within- and between-species

sequences without insertion or deletion. We used position weight matrices (PWM) both

to identify TFBS within footprints and to predict the magnitude of binding energy differ-

ences among variant alleles. Our bioinformatic and experimental validations showed that

the PWM used in this study provide reliable and unbiased estimates for the direction of

binding affinity change in both mel and sim (Materials and Methods).

Single nucleotide changes within or between mel and sim were polarized with outgroup

sequences from D. sechellia, D. yakuba and D. erecta using PAML (Materials and Methods).

Each derived mutation, therefore, could be categorized with respect to species lineage and

to direction of binding affinity change.

2.3.1 Lineage specific gain and loss of TFBS as a general pattern

Binding sites for an individual TF or a single CRM usually had too few counts of single

nucleotide polymorphism or fixed differences to allow informative statistical analysis. Fur-

thermore, the breadth of the turnover phenomenon across almost all investigated TF and

CRM suggests a common underlying evolutionary mechanism (Bradley et al., 2010; Hare

et al., 2008; Ludwig et al., 1998; McGregor et al., 2001; Moses et al., 2006). We there-
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fore considered pooling observations from across TFs and CRM. To see if the evolutionary

rates in different TFs binding sites are sufficiently uniform, we measured sequence diver-

gence between mel and sim for the 30 TF. After accounting for sample sizes, no significant

departure from the average rate is detected by a binomial test (Figure 2.1). Moreover, the

pooling approach should be conservative in deriving a general pattern with respect to among

TF variations.

l

l

l

l

l

ll
l

l

l

l
l

l

l l

l

ll

l

l

l

l

l

l

l

l
l

l

l

l

0 100 200 300 400 500 600 700

0.
00

0.
02

0.
04

0.
06

0.
08

0.
10

total length(bp)

di
ve

rg
en

ce
 / 

si
te

Figure 2.1: TFBS divergence for 30 TF. TFBS divergence for 30 TFs is plotted as a
function of the total number of nucleotides assigned as binding sites to that TF. A maxi-
mum likelihood estimate of the mean divergence is marked by the dashed line. Individual
binomial tests find no evidence for heterogeneity in divergence rates among the 30 TFs (0.05
significance level, with Bonferroni correction for multiple testing).

We then estimated percent loss and gain of TFBS on the mel and sim lineages. For each
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of the 645 footprint TFBS, a PWM score S(k) was calculated for each occurrence (k) in

the alignment of mel, sim and the inferred mel-sim ancestor, by taking the log2 ratio of the

probability of a sequence under the functional motif distribution vs. that under the genomic

background distribution (Material and Methods). Using S = 0 as a cutoff, approximately

2% of all footprint sites were found to be present in mel only and may represent mel specific

gains; and about 2.5% were present in the inferred ancestor (and mel) but lost in sim. A set

of empirical cutoffs were determined for each TF based on the range of PWM scores among

its footprint sites, which produced similar results (Table S.2). Consistent with the sequence

divergence patterns, gain and loss of TFBS appear to be a general pattern across TF and

CRM. A total turnover rate of 4.5% between mel and sim is slightly higher than a previous

finding of 5% for the TF Zeste in four Drosophila lineages (D. mel, D.sim, D.yak, D.ere)

(Moses et al., 2006).

We observed approximately equal numbers of gains vs. losses in our dataset, although

the distribution of these events is asymmetric on the two lineages (16 losses, 0 gain along the

sim lineage vs. 12 gains, 0 losses along the mel lineage). This is not unexpected, given that

all footprint TFBS were identified as being present in mel and the dataset doesn’t include

sim-specific TFBS. We predicted that identification of TFBS by computational methods

would produce a more even pattern of gains and losses in both lineages. We tested this

prediction for three TF (Hb,Bcd,Kr) using a stringent cutoff procedure and for each TF we

found a similar total number of predicted binding sites in the two lineages (Figure S.1). We

thus rejected the (unlikely) possibility that there has been a large-scale evolutionary gain of

TFBS in mel and loss in sim.

2.3.2 Classify mutations by direction of affinity change and deal with

ascertainment bias

Gain and loss of TFBS may be subject to distinct evolutionary forces. To investigate them

separately, we assigned each mutation within a footprint TFBS in mel or sim to either
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affinity-increasing or affinity-decreasing group based on PWM score difference between the

ancestral and the derived mutation (Materials and Methods). Bioinformatic and experi-

mental investigation showed that this PWM-based procedure for inferring the direction of

binding affinity change is reliable when PWM predicted magnitude of change is not too

small (Materials and Methods, Figure S.2,S.3). We established a threshold corresponding to

a PWM score difference of one, i.e. at least two-fold change in the likelihood ratio between

a motif or background distribution, in order to minimize the chance for mis-assignment.

Varying this threshold between zero and two do not affect the results qualitatively.

We employed two approaches to investigate evolutionary forces acting on affinity in-

creasing and decreasing changes. One approach is based on contrasting polymorphism and

divergence patterns in a McDonald-Kreitman (MK) test framework (McDonald and Kre-

itman, 1991). Positive selection is expected to inflate substitution relative to polymorphism

while negative selection will have the reverse but weaker effect (Sawyer and Hartl, 1992).

We used synonymous changes in the target genes for the CRM as a proxy for a neutrally

evolving class. Following established practices, we further classified each synonymous change

as according to its expected impact on codon bias – No-Change, Preferred-to-Unpreferred,

or Unpreferred-to-Preferred – and used the No-Change class as the neutral reference. The

second approach investigates the site frequency spectrum of TFBS polymorphism to make

inferences about selective pressures acting more recently on binding sites.

The fact that all footprints were identified in mel impacts the analysis in two ways.

First, gains of TFBS can be observed in mel but not losses, while the reverse is true in

sim. Therefore, even though similar processes are most likely operating in both species, our

evolutionary analysis of binding site gain will focus on changes in the mel lineage, whereas

losses will be restricted to changes in the sim lineage.

Second, affinity-decreasing and affinity-increasing mutations have the potential to differ

in detectability as a footprint site in mel. This arises because mutations in TFBS were

sampled conditioned on the TFBS being detected in mel and affinity-changing mutations
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in mel, in turn, have the potential to affect the detectability of the TFBS. Depending on

whether the derived mutation is affinity-increasing or affinity-decreasing, two distinct biases

are introduced in the expected neutral frequency spectrum (Figure S.4). Given that the

dataset consists only of TFBS that are detectable by footprinting, we assume that the high-

affinity allele will always be detectable. Consider the possible situation in which the low-

affinity allele is not detectable as a footprint: if the derived mutation is affinity-decreasing,

the probability of detecting the TFBS will change inversely with the mutant allele frequency;

conversely, if the derived mutation is affinity-increasing, the probability of detection will

increase with the mutant allele frequency. Substitutions may be viewed as a special instance

of a segregating mutation and treated similarly.

This effect of ascertainment on neutral expectations for the MK test and the site frequency

spectrum can be modeled analytically (Supplementary Text S.1); there is no ascertainment

if both alleles are equally detectable as footprints. To incorporate uncertainty in the de-

tectability of the low-affinity allele, the model incorporates a parameter, f, which specifies

the probability that the weaker affinity allele will not be detected in the footprint assay.

While f is likely to be greater than 0, it is unlikely to be close to 1 because footprint sites

are degenerate and span a range of affinities. Under the conservative assumption that the

lowest affinity among the footprint sites is the detection limit, we estimate f = 0.27± 0.20

for the 30 TF (Supplementary Text S.1), indicating that the majority of TFBS changes will

be detectable.

In the following sections, we first present our analysis of polymorphism and divergence

in mel, focusing on the forces acting to either maintain functional TFBS or to create new

ones. We then turn to sim, focusing on TFBS loss. Finally, we analyze the spacer sequences

between TFBS in both species.
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2.3.3 Analysis in mel suggests positive selection for TFBS gain and

purifying selection in maintaining existing TFBS

For each class of change we summarized the data in the MK table by calculating the ratio,

R(d : p) = # substitution / # polymorphism. The presence of weakly deleterious mutations

can mask signatures of positive selection, and if removed can improve the power of the test

(Fay et al., 2001). Since most deleterious mutations will be at low frequencies, using 15%

as a frequency cutoff has been shown to achieve most of the benefits of a more sophisticated

model incorporating the distribution of deleterious effects (Charlesworth and Eyre-

Walker, 2008). We applied this cutoff and denote the ratio of substitutions to common

polymorphism by Rc(d : p). Under this procedure, Rc(d : p) is significantly higher for

nonsynonymous changes than for the synonymous No-Change class (Figure 2.2), consistent

with previous findings of positive selection driving amino acid substitutions in Drosophila

(Smith and Eyre-Walker, 2002).

To delineate the effect of ascertainment from that of selection for the affinity-increasing

and affinity-decreasing mutations, we compared the observed Rc(d : p) to the expected

neutral ratios under the ascertainment with different f values (Supplementary Text S.1).

For affinity-decreasing mutations in mel, the difference from the synonymous No-Change

class is not statistically significant, even in the absence of ascertainment bias (Figure 2.2A).

This seems to suggest only neutral or deleterious mutations are present for this class and

therefore no positive selection is involved. The validity of this conclusion can be questioned,

however, because any affinity decreasing substitutions in mel that led to the loss of a site

will not be included in the data while our correction for the ascertainment only accounts for

neutral changes but not a potential adaptive excess. Thus, rejection of the neutral model in

favor of positive selection is not possible for affinity-decreasing mutations in the mel lineage.

However, this test is possible for the sim lineage (reported in the next section), where the

loss of a TFBS is observable.

For affinity-increasing mutations no amount of ascertainment under our model can ac-
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Figure 2.2: Substitution-to-polymorphism ratios in mel and sim. Rc(d : p) ratios
between number of fixed mutations (fix) in each class and number of common polymorphisms
(poly; with derived allele frequency > 0.15) for (A) mel and (B) sim. In sim, only TFBS with
a predicted ancestral PWM score > 2 are included. Synonymous changes are categorized
according to the predicted effect of a mutation on codon preference (P: Preferred codon; U:
Unpreferred codon; No Chg: P→P and U→U). Consistent with previous reports, we find
evidence for selection on biased codon usage in sim but not mel. Statistical significance
of each class relative to the neutral reference (the No-Change class, outlined in orange) is
evaluated by Fishers exact test. Classes that are significant at a 0.05 level (two-sided test)
are marked with an asterisk above the bar.
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Figure 2.3: Substitution-to-polymorphism ratios after correction for ascertain-
ment suggests positive selection on affinity-increasing mutations in mel. (A) The
expected neutral Rc(d : p) ratio under ascertainment (solid line) as a function of the prob-
ability that the weaker allele will not be detectable as a footprint for affinity-decreasing
(blue) and affinity-increasing (red) mutations. Dashed lines represent the observed ratios
for the two classes respectively. (B) Observed Rc(d : p) for affinity-increasing mutations
within TFBS grouped by predicted ancestral PWM score, compared to the No-Change class
(orange box). An asterisk above the bar indicates statistical significance at a 0.05 level by
Fishers exact test.
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count for the observed relative excess of substitutions (Figure 2.3A red). We further reasoned

that the ascertainment effect should be weaker or non-existent for TFBS with an ancestrally

strong binding affinity, which would be identified with or without the affinity-increasing

mutations. We therefore investigated whether the excess of affinity-increasing substitutions

differed if TFBS changes were grouped according to the strength of the inferred ancestral

binding affinity. We found a consistently larger Rc(d : p) ratio, i.e. an excess of substitu-

tions, across the entire range of inferred ancestral binding affinity classes compared to the

No-Change class, including binding sites with the strongest ancestral binding affinity (Fig-

ure 2.3B). These results collectively suggested that positive selection has contributed to the

fixation of affinity-increasing changes.

To further investigate evolutionary forces acting on the segregating mutations in TFBS in

the population, we utilized the site frequency spectrum, for which we generated the neutral

expectations for affinity-increasing and affinity-decreasing mutations separately under ascer-

tainment, with f = 0 or f = 1 (corresponding to no bias or complete bias, respectively).

For affinity-decreasing mutations, with the ascertainment expected to shift the frequency

spectrum to lower frequency classes (Figure 2.4A, blue vs. grey), the observed spectrum is

shifted in that direction but is even more extremely so than the complete bias expectation

(Figure 2.4A, orange vs. blue). Since f = 1 is clearly an overestimate (compared to our

estimate of f = 0.27 ± 0.20), this strongly suggests that forces other than ascertainment

must have shaped this pattern. Both a recent selective sweep and population growth can

produce an excess of rare variants and one or both mechanisms may be acting in this system,

as is suggested by our finding that synonymous changes also show a relative excess of low

frequency mutations (Figure S.5B). However, as we compared the site frequency spectrum of

the affinity-decreasing mutations to that of synonymous sites (corrected for ascertainment),

we found the former is again more significantly shifted than the latter (Figure S.6). Thus

we suggest that the observed frequency spectrum is consistent with on-going purifying se-

lection against affinity decrease in functional TFBS. The observed frequency spectrum for
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Figure 2.4: Site frequency spectra in mel suggests purifying selection on affinity
decreasing mutations. (A) affinity-decreasing mutations and (B) affinity-increasing mu-
tations. Grey: neutral expectation with no ascertainment (f = 0); Blue: neutral expectation
under complete ascertainment (f = 1); Orange: observed frequency spectrum. The calcula-
tions of the expected frequency spectrum under no bias and complete bias are described in
supplementary methods. The total number of segregating sites for affinity-decreasing and
affinity-increasing mutations is 64 and 15, respectively.
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affinity-increasing mutations lies between the two expectations and the differences are not

significant from either one, a possible consequence of the small sample size (15 observed

affinity-increasing polymorphisms) (Figure 2.4B). Thus, while positive selection is indicated

on the basis of the MK test, inference cannot be made about on-going selection for affinity-

increasing mutations.

2.3.4 Analysis in sim suggests loss of TFBS may be adaptive

Patterns of polymorphism and divergence in sim are not influenced by the ascertainment

because the identification of TFBS in mel is independent of the effect of mutations fixed or

segregating in sim. However, the inclusion of binding sites gained in mel may confound the

analysis as their orthologous sequences in sim may have evolved under less or different kinds

of selective constraints. We thus restricted the analysis to footprint TFBS predicted to be

present in the mel-sim common ancestor, where we found a significant excess of substitutions

for the affinity-decreasing mutations compared to the synonymous No-Change class (Figure

2.2B, Fisher’s Exact Test P = 0.003). Statistical significance of this pattern is robust to the

cutoff for excluding binding sites gained in mel (Table S.3). A relative excess of substitutions

might also be a consequence of factors other than selection, such as systematic differences

in the genealogical histories of CRM vs. synonymous sites. However, these factors seem

unlikely to be the cause of this type of departure from neutrality in these two species (Kohn

et al., 2004). Therefore we consider positive selection a more plausible explanation.

We also compared the ratio between affinity-decreasing and affinity-increasing mutations

in polymorphism to the expected ratio of the two classes in the mutational input, i.e. the

probability for a new mutation to be one of the two classes (Materials and Methods). Briefly,

the expected ratio was obtained by considering all possible mutations in each of the 645

footprint TFBS and their predicted effects on binding affinity the same way as we did

before. Assuming polymorphism for both classes were neutral, we expected similar ratios,

whereas the observed results showed a significant deficit of affinity-decreasing polymorphism
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relative to affinity-increasing polymorphism (Table 2.1), which may suggest that among

new mutations, affinity-decreasing ones are more likely to be deleterious, a result consistent

with our finding based on frequency spectrum in mel. A similar approach has been applied

before, using the sum of ∆S (individual mutation’s effect on binding affinity predicted by

PWM) within a CRM instead of counts of mutations in binary classes (Moses, 2009). There

the author also found evidence for purifying selection against affinity-decreasing mutations.

The finding of both on-going purifying selection and potentially positive selection acting is

not dissimilar to patterns found in nonsynonymous changes (Smith and Eyre-Walker,

2002). We reserve for the Discussion section the attempt to reconcile the adaptive loss

of TFBS, as observed between the two species, with on-going purifying selection against

affinity-decreasing new mutations.

Table 2.1: Mutational probability of affinity increase and affinity decrease.

Affinity-Class Mutational Probability Observeda Expected Chisq p-valueb

Increase 0.105 12 4.7
Decrease 0.895 33 40.3 0.002

a number of segregating mutations of each class among the six sim lines.
b chi-square test p-value is based on 10,000 simulations.

2.3.5 “Spacer” sequences might contain large numbers of unidentified

functional elements

In both mel and sim we found a significant excess of substitutions in spacer sequences, in-

dicative of positive selection in these intervals (Figure 2.2). Also, the frequency spectrum for

this class is strongly shifted towards lower frequencies (Figure S.5E, Tajima’s D = −1.09),

indicative of on-going purifying selection. The implication of these results is that spacer se-

quences might contain many unidentified functional elements, for example, TFBS for known

or uncharacterized transcription factors, or perhaps other structural features not yet under-
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stood.

To summarize, analysis of TFBS changes in mel indicates on-going purifying selection

against affinity-decreasing polymorphism in the population, and positive selection for affinity-

increasing substitutions. In sim, the analysis of affinity-decreasing changes indicates a sig-

nificant, and potentially adaptive excess of substitutions that contributes to binding site

loss. Spacer sequences between footprint TFBS in these well-characterized CRM also ex-

hibit patterns of polymorphism and divergence consistent with both functional constraint

and adaptive evolution.

2.4 Discussion

Natural selection, both positive and negative, has been shown to act throughout noncoding

regions of the Drosophila genome (Andolfatto, 2005; Haddrill et al., 2008), albeit with

varying intensities (Kohn et al., 2004). Against this backdrop of ubiquitous selection in

noncoding DNA, should it be surprising to find signatures of positive selection in Drosophila

TFBS? We think not. More surprising perhaps is the incompatibility of this finding with

the model of neutral compensatory binding site turnover, a simple and appealing mechanism

that allows for both rapid binding site turnover and functional stasis of CRM activity. But

as explained below, there are good reasons to doubt whether a strictly neutral compensatory

process can actually generate rapid TFBS turnover in Drosophila, even with its favorably

large population size. Positive selection, in contrast, can drive arbitrarily fast rates of binding

site turnover; the question is whether it can also allow for functional stasis of CRM activity.

Below, we first discuss the strengths and limits of our analysis and then we describe properties

of gene regulatory networks that can promote adaptive binding site turnover and yet also

constrain the function of CRM.

Our population genetics analysis identified three major forces in TFBS evolution. First,

we found functional TFBS were selectively maintained in the population by purifying selec-

tion, as revealed by a frequency spectrum skewed towards rare variants for affinity-decreasing
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polymorphism in mel and a significantly reduced proportion of affinity-decreasing polymor-

phism compared to mutational input in sim. These results are consistent with previous

findings of selective constraints on functional TFBS. Mustonen and Lässig estimated that

the average selection coefficient to maintain TFBS in bacteria and yeast genomes are on the

order of 2Nes = 10 (Mustonen and Lässig, 2005; Mustonen et al., 2008), and a similar

estimate has been obtained for Drosophila (Kim et al., 2009). The substitution rate with

S = 10 is expected to be less than 0.05% of the neutral rate in a population with a size as

large as Drosophila (Equation B6.4.1, (Charlesworth and Charlesworth, 2010)). This

means TFBS loss is unlikely to happen through fixation of deleterious mutations (0.2 losses

expected for 645 footprint TFBS vs. 16 inferred in sim). We can think of only three mech-

anisms by which TFBS loss can occur at an appreciable rate: (1) there is loss of constraint;

(2) a pair of tightly linked compensatory mutations creates an effectively neutral allele; or

3) positive selection drives the loss of TFBS.

Our second finding – a significant excess of substitutions compared to the neutral class

for affinity-decreasing mutations in sim – is consistent only with positive selection for TFBS

loss. Occasional adaptive loss of a TFBS is not inconsistent with more ubiquitous selection to

maintain binding sites (Mustonen and Lässig, 2005), and has been suggested to account

for the evolution of fermentation pathways in yeast (Ihmels et al., 2005).

Our third finding is positive selection contributing to the gain of TFBS, as revealed by

a significant excess of substitutions for affinity-increasing mutations in mel. Collectively,

the three findings indicate that natural selection is extensively involved in the maintenance,

gain, and loss of TFBS. This conclusion challenges the prevailing view of a neutral TFBS

turnover process (Kim et al., 2009; Ludwig and Kreitman, 1995).

We think that a selectionist interpretation of the turnover process is plausible for several

reasons. First, the assumption of CRM functional stasis, which is the main argument for the

neutral (i.e., compensatory) view, is not well supported experimentally. Reporter transgene

assays, in particular, are limited in their quantitative resolution, and yet even in these
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studies, repeatable differences were found between orthologous CRM (Hare et al., 2008). A

functional rescue experiment is potentially more sensitive than a reporter transgene assay.

As applied to the Drosophila even-skipped stripe 2 enhancer, it demonstrated clear functional

differences between CRM that were previously believed to have the same spatial pattern of

expression (Ludwig et al., 2005).

Second, compensatory neutral evolution cannot account for the patterns of variation ob-

served in this study. According to this model, affinity-decreasing mutations should in general

be deleterious but occasionally become ”effectively” neutral when a second compensatory

mutation occurs in the CRM of the mutant allele. A mixture of deleterious and compen-

satory mutations, even if the latter is common, may bring patterns of polymorphism and

divergence close to a neutral scenario, but cannot produce a signature of positive selection

as observed for both classes of mutations in our analysis. In addition, analytical modeling of

the compensatory evolution of TFBS finds that the waiting time for a turnover event is long

if complete neutrality of the compensating mutations is assumed (Durrett and Schmidt,

2008). To shorten the waiting time to be compatible with the Drosophila TFBS turnover

rate, the parameterization of the model requires that the double mutant allele have higher

fitness than the non-mutant allele, making it a directional selection model. This supercom-

pensatory scenario could produce signatures of positive selection both for binding site gain

and loss, the latter occurring because the fixation of a deleterious mutation in an existing

TFBS will have the appearance of being positively selected as it hitchhikes to fixation on

the selectively favored allele. However, this scenario is biologically unrealistic, as it requires

the second mutation (the gain of a TFBS) to be positively selected only on the background

of the first mutation.

As an alternative, consider the following model of positive selection on CRM struc-

ture/function. We propose that for CRM with large numbers of interacting partners, the

network of cis- and trans-factors will inevitably be constantly evolving — due to both di-

rect selective pressures imposed on the CRM or indirect effects caused by adaptations in
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other components of the network. For example, egg length variations between and within

Drosophila species have been studied as potentially adaptive traits; if egg length evolves,

genes such as eve whose expression pattern need to scale with the embryo may need to

change its CRM to adapt to the new context (Lott et al., 2007). This constant flux of

change, we propose, imposes continual selection pressure for CRM function within the net-

work to co-evolve and change. This ”moving target” hypothesis finds support in an analytical

study, which shows that fluctuating selection may be common in Drosophila, with changes in

the sign of selection coefficient occurring at nearly the rate of neutral evolution (Mustonen

and Lässig, 2007). Adaptive substitutions could therefore occur before selection switches

its sign again, since positively selected mutations fix at rates much higher than the neutral

mutation rate.

Figure 2.5: Models of CRM evolution with changes in fitness optimum. (A) The
central node represents the CRM of interest and is connected to many interacting partners.
With increasing number of connecting partners, we expect the CRM function to change
more frequently in small steps but at the same time to be more constrained in function
space. (B) A hypothetical evolutionary trajectory in CRM function space. Small changes in
a system under global constraints result in non-linear functional evolution with time. The
circle represents permissible space within which CRM function can change without causing
strong pleiotropic effects. Depicted on the right is the species phylogeny. Starting from I,
the ancestor of the existing species, the CRM function moves in the constrained region and
generates a non-clock like evolution pattern in the extant species—species A and D are most
distantly related phylogenetically but most similar functionally.
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At the same time, the high connectivity in the regulatory network implies pleiotropic

effects while the essentiality of genes controlled by the network may call for accurate regula-

tion, both suggesting that the net change in CRM function will be highly constrained (Figure

2.5A). Under this conceptual model, functionally significant change will be possible on short

evolutionary timescales, but will remain within constrained bounds over longer timescales.

This feature of the model would account for adaptive gain and loss of TFBS in CRM, and

could explain the strongly non-linear relationship between function and sequence evolution

as exemplified by the Drosophila eve stripe 2 enhancer (Hare et al., 2008; Ludwig et al.,

1998). Moreover, it provides an explanation for the finding of a non-clocklike evolutionary

pattern: sequences from D. pseudoobscura rescues a mel eve stripe 2 enhancer deficiency

almost as well as the native mel enhancer and substantially better than ones from much

more closely related species (Ludwig et al., 2005, Figure 2.5B).

In conclusion, our findings provide empirical evidence for positive natural selection acting

in CRM and TFBS evolution. We suggest that CRM are not as functionally static as

commonly believed, but rather may experience frequent adaptation through binding site

turnover, even though there may be constraints on net change over longer evolutionary time.

2.5 Materials and Methods

CRM annotation and sequence alignments

REDfly (Gallo et al., 2010) is a database of manually curated CRM and TFBS obtained

from the literature from which we chose 118 non-overlapping autosomal CRM for investiga-

tion (Table S.1). They regulate 81 target genes and contain binding sites for 82 TF. The

118 CRM range in size from 65bp to 4.3kb (median = 515bp) and contain between 1 to 64

DNase I footprint sites (median = 4). From the set of 82 TF, we identified a subset of 30

with more than 10 footprint sites represented in the dataset and with carefully constructed

Position Weight Matrices (Down et al., 2007). In each footprint region plus five flanking
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bases on each end, we applied the appropriate position weight matrix to identify the highest

scoring match as the core motif for the TFBS (referred to as TFBS in the text). We only

included those TFBS for which the alignment between mel and sim sequences contain no

insertions or deletions (including both fixed or polymorphic sites). As a result, a total of 645

TFBS for these 30 TF were included for analysis.

For each of the 118 CRM (coordinates in dm3 of D. melanogaster reference genome listed

in Table S.1), we downloaded pre-aligned MAF blocks from UCSC genome browser for D.

melanogaster (mel), D. simulans (sim), D. sechellia (sec), and two outgroup species, D.

yakuba (yak) and D. erecta (ere). D. sechellia is a sister species to D. simulans and is

included to compensate for the low sequence completeness in the reference sim genome.

We then used the baseml module in PAML 4.4c (Yang, 2007) to reconstruct the ancestral

sequences from the alignments. Following analysis involving polarized changes were done

either using a single ancestral sequence for mel and sim determined by the most probable

ancestral state (A,C,G or T) at each position, or summing over the posterior probabilities of

all four possible states (full Bayesian approach). The two methods produced essentially the

same results and therefore we only presented results using the most probable ancestral state.

A maximum parsimony method was also investigated and was found to produce consistent

results.

For polymorphism analysis, alignments for the same 118 CRM regions were obtained of a

population sample of 162 D. melanogaster lines (http://www.hgsc.bcm.tmc.edu/projects/dgrp/)

and six D. simulans lines (http://www.dpgp.org/). We also compiled the genome sequences

of 150 coding regions corresponding to the target genes of the CRM listed in REDfly, for

the purpose of compiling synonymous and nonsynonymous changes. For these data, we

used codeml module in PAML 4.4c to reconstruct the ancestral sequence states following

otherwise the same procedure as described above for CRM regions.
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Position Weight Matrix (PWM)

PWM for 30 TF (Antp, Deaf1, Dfd, Kr, Mad, Trl, Ubx, Abd-A, Ap, Bcd, Br-Z1, Br-Z2,

Br-Z3, Brk, Cad, Dl, En, Eve, Hb, Kni, Ovo, Pan, Prd, Slbo, Tin, Tll, Twi, Vvl, Z, Zen)

were obtained from (Down et al., 2007). This set represents all the TF for which Down

et al. identified a single best motif for the REDfly footprint sites. For comparison, we

also constructed five PWM (Hb, Bcd, Kr, Prd, Twi) from SELEX (Systematic Evolution

of Ligands by EXponential enrichment) data (kindly provided by Mark Biggin). We ran

MEME (Bailey et al., 2006) with parameters “-evt 0.01 -dna -nmotifs 3 -minw A -maxw

B -nostatus -mod zoops -revcomp text” on different selection rounds of the SELEX data.

Use PWM to predict mutation effect on binding affinity

Consider a mutation at the ith position in a binding site motif involving a change from

nucleotide j to k (j, k take values 1-4, corresponding to the nucleotides ACGT). We cal-

culated S[i, k] − S[i, j], where S is the PWM matrix of size L × 4. According to previous

theories, the PWM score is proportional to the physical discrimination energy of the protein

to the sequence and therefore the above calculation may be used to infer the direction and

magnitude of binding energy change due to a mutation (Berg and von Hippel, 1987).

To evaluate the accuracy of the PWM-based inference, we experimentally measured the

binding energy change of observed mutations in Hb binding sites, using a state-of-the-art

microfluidics device that has high sensitivity for relatively weak molecular interactions (MIT-

OMI). The experiments were performed as described in Maerkl and Quake (2007). Sixty-

four oligonucleotides were synthesized to test 25 SNP in Hb footprint sites and their combi-

nation in cases of multiple SNPs in a single TFBS between mel and sim. Data were analyzed

in GenePix 6.0, R, and Prism 5.0. We found that the PWM we used correctly predicted

the direction of change in 21/25 cases (Figure S.2). Three of the four disagreements had a

predicted PWM score change ∆S close to or smaller than one, which indicates that PWM

may not be accurate when its predicted binding energy differences are small. To minimize
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the chance of misassigning the direction of binding energy change to a mutation, we set a

threshold corresponding to a PWM score difference of one, and classified mutations within

(smaller in absolute value) that bound as uncertain. The conclusions are robust to the set-

point of the threshold (for example, Table S.3). We also compared the PWM derived by

Down et al. to the five PWM derived from SELEX data: 97% (33/34) of mutations in the

TFBS were consistently classified after excluding nine mutations with small predicted effects

by either PWM (Figure S.3).

Rate of gain and loss of TFBS in mel and sim

To examine the extent of binding sites gain and loss between the two species, we calculated

PWM scores S[aij ] for each of the 645 footprint TFBS (i from 1 to 645) in orthologous

sequences in mel, sim or the inferred mel-sim ancestor (j from 1 to 3), using patser v3e

(by Gerald Z. Hertz, 2002). To determine whether a sequence is a binding site or not,

we established two sets of cutoffs for PWM scores. First, we used PWM score S > 0,

corresponding to the sequence being more likely from a binding site distribution than from a

background distribution. For the second we used a set of TF-specific cutoff values chosen by

first ranking all footprint sites of a TF by their PWM scores in descending order and then

taking the 80% quantile value. The two cutoff set produced similar results (Table S.2).

Construct sim-PWM from orthologous sequences to the mel footprint sites

To test whether the mel -derived PWM might be over-optimized so that they would favor

mel over sim sequences independent of the binding affinity differences, we ran MEME on

both mel footprint sites for three TF (Hb, Bcd, Trl) and their sim orthologous sequences

with the same parameters. The two set of orthologous PWM were then applied to score the

observed variations in the TFBS of the three TF for comparison (Figure S.7).

34



Mutational probability for affinity-increasing and affinity-decreasing muta-

tions

We attempted to estimate the probability for a random new mutation to be affinity-increasing

(Pinc) or affinity-decreasing (Pdec) by examining all possible mutations that can occur on

the inferred ancestral sequence of mel and sim for the 645 footprint TFBS. At the ith site in

a TFBS for TF x, the probabilities are calculated as:

Pinc =
∑
k 6=j

Mj→k1[1,+∞){Sx[i, k]− Sx[i, j]}, j, k ∈ {A,C,G, T} (2.1)

Pdec =
∑
k 6=j

Mj→k1(−∞,−1]{Sx[i, k]− Sx[i, j]}, j, k ∈ {A,C,G, T} (2.2)

1A{x} =


1 x ∈ A

0 x /∈ A
(2.3)

where j is the original nucleotide and k varies among the three possible mutations. Sx is

the position weight matrix for TF x of size L× 4. These values were then summed across all

645 TFBS and divided by the total number of nucleotides involved. Mutation matrix M is

derived from polymorphism of the 4-fold degenerate sites of 9,628 genes in D. simulans (Lu

et al., 2008).

Generalized McDonald Kreitman (MK) test and site frequency spectrum

analysis

For the generalized MK test, we counted the number of fixed and segregating sites for dif-

ferent functional categories in both mel and sim lineages. In sim, we required at least two

of the six alleles to be non-missing for a site to be included in the analysis. For coding

regions, synonymous sites were further classified into No-Change, Preferred-to-Unpreferred
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and Unpreferred-to-Preferred, following (Haddrill et al., 2008). Polymorphism and diver-

gence sites in both coding and CRM regions were counted using perl scripts adapted from

Polymorphorama (Peter Andolfatto, Doris Bachtrog, 2009).

Following the suggestion of (Fay et al., 2001), we considered only common polymorphism

(derived allele frequency > 15%) in the generalized MK test to alleviate the problem caused

by negatively selected mutations in detecting positive selection. For each mutation category,

we compared the substitution-to-polymorphism ratio to the synonymous No-Change class

using Fisher’s Exact Test. Two-sided p-values are reported.

Site frequency spectrum (mel only): Next-generation sequencing data produce variable

coverage. To estimate the site frequency spectrum, for each variable site (TFBS, coding and

spacers) with a coverage greater than or equal to 150 (maximum is 162) we randomly chose

150 and combined the counts for each frequency class (from 1/150 to 149/150).
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3

A DROSOPHILA MODEL TO INVESTIGATE THE GENETIC

BASIS OF A COMPLEX DISEASE TRAIT IN RESPONSE TO

EXPRESSION OF A HUMAN MISFOLDED PROTEIN

3.1 Abstract

Genetic background – defined as mutations spread across the genome other than in the major

gene – can significantly impact the expressivity of a Mendelian disease mutation; in complex

disease, mutations across the genome and from different effect-size groups together determine

the individual risk of disease. In both cases, identifying the genetic basis of the disease trait

variability is crucial for predicting and treating the disease. Application of genome-wide

association studies (GWAS) to human common diseases have yielded thousands of associated

loci; however, limited mapping resolution and difficulty in performing experiments leave

many basic questions unanswered: what types of variants underlie disease variability? What

are their mechanisms of action and interaction? Non-coding variants are a special category

that are frequently implicated in GWAS but are difficult to identify and can not be associated

with a molecular mechanism. Here we propose a novel approach to the genetic investigation

of a complex disease trait, featuring high resolution and experimental tractability that allow

many challenging questions to be answered. The approach uses natural genetic variation in

Drosophila to screen for modifying loci in a sensitized disease background, which we created

by expressing a mutant (disease-causing) form of human proinsulin in the developing eye

imaginal disc, causing neuro-degeneration in the eye that mimics the beta cell death in

human patients. Crossing this transgenic line to a panel of 178 inbred lines of D. melanogaster

resulted in a continuous distribution of the disease phenotype. GWAS in 154 sequenced lines

identified multiple loci, including a strongly associated region (400bp) located within the

intron of the gene sulfateless (sfl). RNAi knock-down of sfl enhanced the eye phenotype in a
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mutant-proinsulin-dependent manner. Two more genes in the Heparan Sulfate Proteoglycan

(HSPG) pathway were also validated as modifying the phenotype, strongly suggesting a

previously unknown link between HSPG and cell response to misfolded protein. Finally,

using pyro-sequencing, we found evidence of allele-specific expression associated with the sfl

intronic variants, suggesting that the mechanism of the non-coding variants may be through

altering the transcription of the gene.

3.2 Introduction

The genetic background in which a disease mutation acts can have a strong impact on both

the risk and severity of disease. Even for Mendelian diseases that are originally characterized

as monogenic, further studies almost invariably reveal additional layers of genetic complexity,

with variants in other genes acting to suppress or enhance the biological activity of the

primary mutation. Examples include phenylketonuria (PKU) and cystic fibrosis (CF), both

of which are classical Mendelian diseases that have proved to involve multiple loci (Badano

and Katsanis, 2002). In cases of common disorders (such as adult onset diabetes) or

quantitative traits (such as height), genetic factors are dispersed among multiple loci spread

across the genome, and most have small to modest effect size. Strong gene-by-environment

interaction is ubiquitous, and when investigated, gene-by-gene interaction (epistasis) is also

an important contributor to overall variation. Together, these factors make the genetic

underpinning of common diseases and other complex traits recondite to classical genetic

analysis.

Revealing the detailed mechanisms by which multiple genes spread across the genome

(henceforth called the ”genetic background”) influence a trait or disease is of key importance

and presents a grand challenge. Questions of interest include:

• What genes and pathways harbor natural variants that influence the trait?

• What are the molecular or developmental mechanisms through which they act?
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• What are their population frequencies, effect sizes, and contributions to fitness?

While advances in genotyping methods, especially resequencing technologies, have made

large-scale genome-wide association studies in human commonplace, various limitations leave

the most fundamental questions unanswered. For example, because of the block linkage

structure in human, the resolution of association mapping can rarely pinpoint the causal

gene. This combined with the fact that most GWAS in human still rely on tag SNPs means

that identifying the causal variants is not within reach by the genome-wide approach, but

requires case-by-case detailed analysis. As a result of this, the second problem mentioned

above, i.e. the molecular and developmental mechanisms of the variants identified in GWAS,

are generally not known.

Past experience has shown that model organisms can provide critical knowledge to our

understanding of human biology, owing to the deep conservation of fundamental cellular and

developmental processes. Here we describe a novel application of a model organism approach

to study the genetic architecture of a complex human disease. Our approach leverages the

power of a Drosophila model and the presence of abundant natural variation. We constructed

a fly model by creating a transgene of a diabetes-causing, human mutant proinsulin gene that

could be expressed tissue-specifically in the eye imaginal discs and other developing tissues.

The misfolded proinsulin protein causes neonatal diabetes in human, most likely by inducing

beta cell death in human patients (Støy et al., 2007); it results in tissue degeneration, such

as a reduced and deformed eye, in our fly model.

To investigate whether there is natural genetic variation for the extent of eye degeneration

induced by mutant proinsulin expression, we crossed the tester line bearing the mutant

proinsulin (henceforth called hINSC96Y , with 178 genetically diverse lines from the Drosophila

Genetics Reference Panel (DGRP), which are inbred lines derived from wild caught flies from a

single natural population (Mackay et al., 2012). The resulting F1 offspring exhibited extensive

and highly heritable variation in the extent of eye degeneration. We observed a nearly continuous

distribution of eye degeneration phenotypes among the lines, suggesting a non-Mendelian, polygenic
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basis. The analysis (ANOVA) revealed a strong genetic component, indicating that as much as 60%

of the total phenotypic variations is genetic.

Completely sequenced genomes are available for 168 of the 192 lines. This allowed us to perform

genome-wide association with more than 2 million SNPs in 154 lines, for which we had both

phenotype and genotype information. Using a mixed linear model method (Yang et al., 2010),

we estimated that 31% (s.e. 17%) of the total variance between individuals can be explained by

common autosomal variants (> 5% minor allele frequency; the X chromosome is not variable in our

crossing design), which explains more than 50% of the broad sense heritability (H2 = 57 ± 3%).

The fast decaying linkage disequilibrium in Drosophila melanogaster populations allowed us to map

a quantitative trait locus (QTL) to a 10kb region in intron 3 of the gene sulfateless, which encodes

a bifunctional enzyme in the Heparan Sulfate Proteoglycan (HSPG) biosynthesis pathway. Follow-

up experiments excluded a causal contribution by another gene that is in this intron of sfl, and

established that knocking down sfl enhances the hINSC96Y induced eye degeneration phenotype.

We also found through cDNA sequencing of random heterozygotes of different combinations of

sfl alleles that the intronic variants are associated with altered gene expression. In the same

experiment, we also discovered strong allelic heterogeneity.

Our study demonstrates the utility of an approach that creates a fly model of a human Mendelian

disease to reveal abundant quantitative trait variations for the severity of disease. This approach

is informative not only in revealing molecular and cellular mechanisms of disease but also in un-

derstanding general properties and genetic architecture of human complex disease traits.

3.3 Results

3.3.1 Continuum of phenotypic variation in crosses with 178 DGRP lines

We have characterized our fly model of the hINSC96Y proinsulin expression elsewhere (Park et al.,

2012). Briefly, the C96Y mutation (seventh amino acid in the A chain of mature insulin) in the

human preproinsulin is known to cause human permanent neonatal diabetes mellitus (PNDM),

presumably due to disruption of one of the two interchain disulfide bonds, which prevents the cor-

rect folding of the mature insulin (Støy et al., 2007). Studies of a mouse model (called Akita)
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that carries the same C96Y change through spontaneous mutation, show that the mutant protein

dominantly reduces the production and secretion of mature insulin protein. In addition, the in-

tracellular fraction of proinsulin forms a complex with BiP, a molecular chaperons localized to the

endoplasmic reticulum (ER) where protein folding occurs; accumulation of misfolded protein in the

ER induces cellular stress (Wang et al., 1999). Expression of the hINSC96Y in the fly developing

eye imaginal disc causes visible disruption of ommatidial hexagonal packing during eye development

and eventually leads to a reduced eye area, rough surface and development of black lesion spots

(Figure S.8),.

The Drosophila Genetic Reference Panel, or DGRP, is a collection of 192 inbred lines derived

from wild caught flies from a single population in Raleigh, NC (Mackay et al., 2012). In the

present study, we crossed the transgenic fly line (w; P{GMR-GAL4}, P{UAS-hINSC96Y }/CyO)

as the maternal parent into the genetic background of 178 inbred lines from DGRP available at

the time. Among several phenotypes observed, including rough eye, reduced total area, distortion

of the oval shape and black lesion spots, we chose the total eye area as the phenotype because it

is relatively easy to quantify and thus amenable to direct comparisons between individuals. We

quantified ten male progeny from each hINSC96Y x DGRP cross, where we observed a continuously

varying phenotype distribution, ranging from 13% to 86% of wild type fly eye area (Figure 3.1).

In addition, ANOVA revealed that nearly 60% of the variance is between genotypes, suggesting a

large genetic component. Males were chosen for measurement and analysis because they generally

exhibited a more severe phenotype than females. However, we also measured F1 females for a

subset of 38 lines and found a strong correlation between the two sexes (Figure S.9).

We tested and excluded several trivial explanations for the observation. First, natural variability

in eye size was investigated among a subset of the inbred lines, which we found to be small and

uncorrelated with the eye size in the corresponding cross with hINSC96Y (Fig S.10, r2 = 0.146,

p = 0.526). Next, we evaluated expression level variation for the hINSC96Y transgene among the

inbred lines. Using Western blots to determine the protein level of either GAL4, the transactivator

of hINSC96Y , and also an EGFP reporter gene that is co-transcribed with hINSC96Y , we found

both levels to have the same range across different genetic backgrounds, and not correlated with

the eye degeneration phenotype. Therefore, we concluded that the observed variation in eye area
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Figure 3.1: Distribution of eye area in hINSC96Y x DGRP (178) crosses. Mean ± 1
s.d., sorted by the mean, are shown for 178 crosses as well as two non-transgenic wild type
lines (red). Representative pictures of eyes from across the range of the distribution are
shown. The rightmost picture shows a non-transgenic wild type fly eye as control.
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is caused by differences in cellular response to the expression of hINSC96Y and not to variation in

hINSC96Y expression itself. In the genome wide association study detailed in the section below, we

also investigated single nucleotide polymorphism (SNP) surrounding the glass locus, which encodes

the transcription factor expressed in the eye imaginal disc that activates GAL4 expression and found

no evidence for association with the eye degeneration phenotype.

3.3.2 Genome-wide genotype-phenotype association

168 of the 192 DGRP lines have been fully sequenced, among which 154 lines were also phenotyped

in our study. There is little population structure among the DGRP lines (Mackay et al., 2012),

which if present can confound genome-wide analysis. We confirmed this by performing a principal

component analysis on 900K autosomal SNPs (obtained by pruning a total of 2 million based on

pairwise linkage disequilibrium) (Fig S.11A). Further dividing the 154 lines into three groups by

their quantitative phenotype values revealed no correlation between phenotypic severity and the

top ten principal components (Fig S.11B, only the first principal component is shown).

We used mean eye area as a quantitative trait to perform single marker regression for 2 million

autosomal SNPs. We restricted the analysis to bi-allelic sites for which the minor allele is present

in at least 4 of the 168 lines. Because of the direction of the cross, all F1 males inherited their

X-chromosome from the hINSC96Y tester line. As a result, the X-chromosome could serve as a

useful negative control. For example, population structure in the DGRP sample, if it existed,

could induce a correlation between variation in DGRP X-chromosomes and the disease phenotype

when no real correlation is expected. We examined quantile-quantile (QQ) plots for autosomal

and X-chromosomal SNPs, to find that only the former and not the latter displayed an excess

of small p-value SNPs, indicating that the relative excess of small p-value SNPs on autosomes is

unlikely to be a consequence of any “hidden” structure in the DGRP sample (Figure 3.2A,B). A

Manhattan plot revealed a strong peak on chromosome 3L (Figure 3.2C), with the most significant

SNP reaching the conservative genome wide significance threshold (raw p = 2.4× 10−8, Bonferroni

corrected p = 0.0502).
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Figure 3.2: Genome-wide scan identifies candidate locus associated with the
hINSC96Y induced phenotype. Quantile-Quantile (QQ) plot reveals an excess of small
p-values on autosomes (A) but not on the X chromosome (B), which is not variable in the
mapping population due to cross design. (C) Manhattan plot shows a strong peak (green)
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the genome-wide threshold (Bonferroni corrected p < 0.05), respectively. (D) UCSC browser
view of the sfl locus containing the association peak. The intron containing the peak also
contains a nested gene CG32396. The black track shows RNA-seq supported spliced exons
(data from Graveley et al., 2011).
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Additional signals from GWAS

Following the nominating threshold suggested by Mackay et al. (2012), we identified 30 SNPs

passing the arbitrary cutoff of p < 10−5 (Table S.4, Figure S.12). We used two methods to assess

the false discovery rate at this threshold (see Materials and Methods for details). A permutation test

suggested a very modest enrichment in the observed data for SNPs below the threshold (average

of 2,000 permutation: 21 SNPs < 10−5,median = 19, observed = 30, at 85th percentile). In

subsequent analyses, we focused on the peak on chromosome 3L, leaving the secondary candidates

to more rigorous testing with additional samples.

Proportion of variance explained by common SNPs

A mixed-linear model (MLM) can be used to estimate the proportion of the variance explained by

common SNPs (Yang et al., 2010; Zhou and Stephens, 2012). This method does not identify

individual SNPs, and therefore does not suffer from the multiple testing burden. Results for human

height and other traits suggest that the proportion of heritability explained by common SNP is

much higher than the top GWAS candidates alone, suggesting a large number of unidentified

causal SNPs below the GWAS detection threshold (Yang et al., 2011). We applied the method

to our data using the GCTA software (Yang et al., 2011). As a reference point, we estimated

the proportion of variance between genotypes to be 57% (s.e. 3%). Because this estimate may

include genotype-specific environmental errors (such as vial differences), it should be treated with

caution as an estimate of the broad sense heritability (see Falconer, 1981, p115) Next, we fit a

repeatability model to individual measurements, and estimated that 31% (s.e. 17%) of the variances

between individuals can be explained by common variants (minor allele frequency, or MAF> 5%).

Compared to the ANOVA estimate, this suggests that more than half of the heritable variation

between individuals may be accounted for by combining the effects of all common variants. A

corresponding model fit to the mean phenotype estimated that 52% (s.e. 28%) of the variance in

mean eye area can be explained by common variants. The estimates of the proportion of variance

have a large standard error because of the modest sample size (154 lines). More accurate estimates

are expected with a larger sample.
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3.3.3 Identifying and validating sfl as a major effect locus

To identify the gene underlying the peak on chromosome 3L, we focused in on the region and found

the association signal to be sharply confined to the third intron of the gene sfl (Figure 3.2D).

Because there is also a nested gene (CG32396) lying next to the peak in that intron, we devised

two tests to distinguish whether either gene or both could be associated with the phenotype.

First, we reasoned that the real causal gene should be expressed in the eye imaginal disc and

adult eye tissue. We found CG32396 to have a highly testis-specific expression pattern in adults

(from flyAtlas and modEncode), with very low expression in the eye (Fig S.14A). As for the larval

stage, we prepared cDNA libraries from dissected eye imaginal discs from third instar wandering

larvae. qRT-PCR analysis in this sample failed to identify the expression of CG32396 (data not

shown). In comparison, sfl expression is consistently detected in the eye imaginal disc samples

(data not shown); data from FlyAtlas (Chintapalli et al., 2007) also indicated strong eye and

brain expression of the gene in adults (Figure S.14B). Second, we reasoned that RNAi against the

causal gene should have an hINSC96Y dependent effect. We found that in the absence of hINSC96Y

expression, knocking down neither sfl or CG32396 in the eye imaginal disc had any effect on the

mean eye area. In contrast, RNAi against sfl, but not CG32396, significantly decreased the mean

eye area when hINSC96Y was expressed (Figure 3.3). These results strongly suggest sfl to be a

causal gene underlying the association peak, while CG32396 is not.

3.3.4 Involvement of Heparan Sulfate Proteoglycan (HSPG) in modifying

the hINSC96Y induced eye degeneration

The gene sulfateless (sfl) encodes a bifunctional enzyme in the HSPG biosynthesis pathway. HSPG

is an important component of the cell surface and extracellular matrix (Kirkpatrick and Sell-

eck, 2007). It is best known for its role in development, acting as signaling molecule co-receptors to

modulate signaling events at cell surfaces (Häcker et al., 2005). Although a connection between

compromised HSPG function and the cellular responses to misfolded protein has not been firmly

established, a previous study has shown that mutants in HSPG biosynthesis pathway had impacts

on mitochondria density near post-synaptic membranes, and might have resulted in enhanced en-

docytosis, both of which suggested a potential link to the unfolded protein response (Ren et al.,
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Figure 3.3: RNAi confirms sfl, but excludes CG32396 as the causal gene. The
effect of knocking down either CG32396 or sfl was tested in the absence (x GMR-GAL4)
or presence (x {GMR-GAL4, UAS-hINSC96Y }) of hINSC96Y . Compared to the control crosses
(first and third columns in both sexes), significant difference in mean eye area was observed only
with RNAi against sfl and only in the presence of hINSC96Y (asterisks above a box plot indicate
significant differences at 0.05 level determined by a student’s t-test). In box plots, the median
(black dot), interquartile (box) and 1.5 times the interquartile range (whiskers) are indicated; data
points outside the range are represented by circles.
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2009).

To test if the observed effect of sfl RNAi is due to the disrupted function of HSPG, we examined

RNAi and/or mutant lines against two additional components in the pathway: ttv and botv. Both

genes function upstream of sfl (Lin, 2004) (all three have clear homologs in human and mouse).

As shown in Figure 3.4, disruption of both genes show a hINSC96Y dependent effect in the same

direction as sfl RNAi. An exception is ttv681, which was characterized as a null mutant of the

gene (Bellaiche et al., 1998). It is likely that with the mutant being tested in heterozygotes, its

effect may not be visible unless both copies of the genes were mutated. Another possibility is that

sotv, a sister gene that also functions as a copolymerase as ttv does, might partially compensate

for the loss of one copy of ttv (Lin, 2004). Other than the ttv mutant, the experiment provided

consistent support for the involvement of HSPG dysfunction in enhancing the misfolded insulin

induced neuro-degeneration.

3.3.5 Intronic SNP/Indel modulate sfl expression level

Both to validate and to discover untyped SNPs under the association peak, we re-sequenced a 3kb

region containing the peak as well as the nested gene CG32396, in 19 of the 154 lines plus the

transgenic hINSC96Y line. Using Sanger resequencing, we discovered that the “SNP” achieving

the lowest p-values genome-wide is in fact an 18bp / 4bp length polymorphism (relative to the D.

simulans orthologous sequence) (Figure 3.5A). We also found three other indels in this region, with

sizes ranging from 4bp to 30 bp and the minor alleles (deletion in all three cases) being present

only once or twice in the sample. In comparison, the 18/4bp polymorphism is present at 50%

frequency in the DGRP sample, which makes its evolutionary history of particular interest. In

light of the discovery of mislabeled and undiscovered indels, we will use the term “Single Feature

Polymorphism” (SFP) when referring to variants in the sfl locus. However, in order to be consistent,

we will continue to use the term “SNP” when referring to variants genome-wide, acknowledging

that a portion of them could be mislabeled indels.

The 18/4bp polymorphism accounted for nearly 20% of the total variance between mean eye

area in the 154 lines (likely an overestimate due to the winner’s curse, Garner 2007). To test

if additional signals exist independent of the 18/4bp polymorphism, we performed a conditional
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Figure 3.4: RNAi and mutant analysis for HSPG biosynthesis pathway genes. The
experiments are the same as in Figure 3.3. Left panel shows the effect of RNAi or mutant
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A

B

Figure 3.5: Sanger resequencing of a 3kb region under the peak and the linkage
patterns therein. (A) Alignment of 19 DGRP lines’ sequences ordered by their mean eye
area. The hINSC96Y transgenic line (the last sequence) carries the 4bp allele on both chromosomes.
Red ticks and white spaces indicate SNPs and deletions relative to the reference sequence. The
purple track shows the -log10 of GWAS p-values. Red bars at the bottom indicate linkage blocks
as determined by Haploview (4.02) using the solid spine method with default settings (D’> 0.8).
(B) Detailed haplotype block structures. Each numbered column represents a polymorphic site,
with the alleles colored as blue or red; each row represents a haplotype with frequency > 0.01.
An arrowhead marks the 18/4bp indel polymorphism (4bp marked as red). Finally, the number
between any two blocks represents the multi-allelic D’ (maD’), which quantifies the linkage between
adjacent blocks. Because the maD’s drops below 0.6 for 65/66 and is below 0.7 for 71/70, block
65, 71 and more distant ones are not included here.
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analysis with the 18/4bp polymorphism as a covariate. Testing all other SFPs in the sfl locus and

also across the entire genome, we failed to find any significant ones after accounting for multiple

testing, suggesting that, either the 18/4bp polymorphism and its linked variants are the only ones

underlying the association peak, or there exist additional variants that are below the statistical

power threshold of this study (Figure S.15).

A plot of haplotype structure surrounding the association peak containing the 18/4bp SFP in sfl

(Haploview v4.2) reveals a linkage block only 400bp in length (block 66 in Figure 3.5, chr3L:6523119-

6523518). There are two major haplotypes, which we refer to as the 18bp or 4bp alleles, each

represented by two nearly equal-sized groups among the 178 DGRP lines. Because all coding

variants in sfl are well outside this 400bp linkage block, and therefore cannot be responsible for the

association peak, we hypothesized that the intronic SFPs are the causal variant(s) and that they

influence the eye phenotype by altering the expression level of sfl. Based on the RNAi result, we

expect the 18bp allele to be associated with higher expression level than the 4bp allele (mean eye

area of 4bp allele = 27590 > 36240 for 18bp allele, consistent with RNAi knockdown of sfl resulting

in smaller eyes).

To test this hypothesis, we crossed randomly selected pairs of 4bp and 18bp lines to obtain F1

hybrids that carry both alleles. We then used pyro-sequencing to estimate the relative expression

in cDNA samples prepared from these heterozygotes. This method allowed us to compare sfl

expression contributed by the two alleles in the same animal (as measured by the ratio of expression),

thereby controlling for both trans-environment differences and experimental noise, resulting in

highly reproducible results (Figure S.16). To account for the heterogeneity due to variation in

other parts of sfl or elsewhere in the genome, we randomly chose 6-8 lines carrying either allele

and paired them at random in 15 crosses. The result is summarized in Figure 3.6. Seven crosses

showed significantly more expression from the 18bp allele, with a 18bp/4bp ratio between 1.03 to 2.8

(median = 1.15); another six crosses showed no significant differences; two crosses had significantly

more expression from the 4bp allele, with a difference of 5 and 6 percent respectively. There is a

clear trend towards greater expression associated with the 18bp allele, supporting our hypothesis.

However, both the direction of allelic expression difference and its magnitude varies significantly

among the 15 crosses, indicating that additional cis-variants in sfl or variation in other parts of the
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genome must contribute to allelic expression differences of sfl. This heterogeneity highlights the

complexity of the molecular effects of natural (regulatory) variation. We suggest that this is likely

a common feature of regulatory variations acting on the expression phenotype.

3.4 Discussion

3.4.1 A fly model for studying the genetic basis of complex disease traits

In this era of inexpensive genome sequencing, which is expected to lead to the maturation of per-

sonalized medicine, studying the effect of genetic background on disease risk is clearly an important

task. Many common diseases are now recognized as a heterogeneous group of disorders; the lack of

accurate genetic classification prevents their effective diagnosis and treatment. Although genetic

background is rarely considered as an important factor in predicting Mendelian disorders, it has

in fact long been known that genetic modifiers exist in almost every Mendelian disease studied,

and can have significant impacts on the expressivity of the primary mutation(s) in the key gene

(Badano and Katsanis, 2002). For example, a recent study discovered a region on chromosome

1q21.1 harboring recurrent microdeletions, which, depending on additional variants in other loci,

could be associated with a variety of neuropsychiatric phenotypes (Mefford et al., 2008).

In both Mendelian and common complex diseases, however, identifying the causal genes and

their mechanisms of action poses great challenges, in part because of the LD structure in human

which limits the resolution of association studies – a typical association peak in a well powered

study usually encompasses tens of genes, and to identify the causal gene(s) requires either prior

knowledge about their functions or additional experiments. For the same reason, causal variants

underlying the association are rarely identifiable, greatly hindering efforts in understanding and

developing treatment for complex diseases.

The Drosophila model offers several advantages. First, with a relatively compact genome,

essentially all genome-wide SNP can now be identified in a sample at low cost; several million

SNPs have been identified in the resequenced genomes of 192 inbred lines derived from a single

population collection, the Drosophila Genetics Reference Panel (DGRP). Many more genomes are

currently being sequenced. The vagility of this species and modest population subdivision may allow
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them to be combined to produce larger samples for investigation. GWAS with complete genome

sequences is thus possible in the fly. Second, because linkage disequilibrium typically decays over

10’s or 100’s of base pairs in Drosophila, association studies of completely resequenced genomes

can pinpoint causal variants, as we have shown with sfl. Once identified, forward genetics can be

immediately brought to bear for validation and biological investigation.

D. melanogaster is also at least 20 times more variable than human in a genome less than

one-tenth the size, and is genetically variable for almost every trait ever investigated. Adding to

this advantage, wild-derived strains can be made isogenic, which allows repeat measurements of a

disease phenotype. Importantly, this variability is penetrant in heterozygotes, such as the one we

made between the isogenic lines and our transgenic tester, mimicking its segregation in a natural

population. The reduced variance in means of phenotypes compared to individual measurements

increases heritability and thus the power to detect a causal association (Mackay et al., 2009).

Finally, both forward and reverse genetics can be applied to investigate the biology and pathway

genetics of candidate variants.

Beyond what we’ve shown in this study, this system has several potential applications. First,

it is known that a primary mutation(s) in the same gene can manifest in different forms or tissues

among different patients (Mefford et al., 2008). Such heterogeneity greatly complicate studies as

well as treatment of the disease in human. Our fly model utilizes the binary GAL4-UAS system,

which allows us to create a series of models using the same disease mechanism, but directed to

different tissues with high specificity. This possibility of constructing and studying multiple related

models in parallel can provide insight into the basis of disease heterogeneity. Another prevalent

complexity in human diseases is sex difference in disease risk and severity. Our model of hINSC96Y

shares this feature: males consistently show more severe phenotypes not only for the eye phenotype

but also when hINSC96Y is expressed in the developing notum or wing in our preliminary analysis.

Again, the opportunity to discover the genetic basis for such sex differences may be valuable for

human disease studies.
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3.4.2 Implications and a potential model for human complex diseases

Strictly speaking, this study is a modifier screen for a Mendelian trait, induced by the expression of

a misfolded, disease-causing protein; our approach, however, differs from a classical modifier screen

in that it assays natural variation instead of lab-induced mutations. Several reasons beyond this

difference suggest that our model can have important implications and may be a potential model

for human complex disease. First, the disease trait we studied, after crossing to the DGRP panel,

is clearly complex in its genetic architecture, as evidenced by the continuously varying phenotype

and a high broad sense heritability. The role of the Mendelian mutation is to sensitize the fly to

reveal phenotypic effects of background genetic modifiers of disease. The disease trait is, in this

manner, transformed into a complex trait that is highly dependent on the genetic background.

Second, the distinction between Mendelian and complex disease is largely historical and has been

challenged by some researchers (Badano and Katsanis, 2002), who argue for a continuum between

the two. For example, some Mendelian disease can have a strong genetic background dependence

(e.g. cystic fibrosis, neuropsychiatric diseases), with additional genetic variants interacting with

the major genetic factor(s) to affect the age of onset and severity of the disease. At the same

time, common diseases can resemble Mendelian diseases in having a major factor, either genetic

or environmental, such as driver mutations in cancer and diet/lifestyle in type-2 diabetes. The

common feature shared by complex and Mendelian diseases is that the biological system is pre-

stressed by the major factor, which leads to a release of additive genetic variation that is normally

cryptic. The decanalization of physiological traits that used to be under stabilizing selection has

been proposed as a major reason for the rising incidence of human common disorders in the modern

times (Gibson, 2009). From this point of view, common diseases may be viewed as a generalized

case of Mendelian diseases.

The commonly made statement – “Complex diseases lack a major genetic factor” – also merits

comment. What it really means is that there lacks a COMMON major factor, but not ANY major

factor. We propose that the genetic architecture of some complex diseases may consist of two

components: the first part a small number of rare variants of relatively large effect size, i.e. the

“major” genetic factors; the second part a relatively large number of common variants of modest-

to-small effect size. If true, this may explain why human GWAS for most diseases still only account
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for a small portion of the heritability, even with impressively large sample sizes.

We acknowledge that important differences may exist, possibly even qualitative ones, between

the genetic modifiers of Mendelian disorders and the genetic architecture of common diseases. It is

conceivable, for example, that variation responding to a strong perturbation such as in a Mendelian

disorder may belong to a different class than those responding to some lesser perturbations in a

common disease. However, we know of no empirical evidence supporting this idea; in contrast,

sensitizing mutants are widely used in Drosophila genetics with great success to screen for genetic

modifiers of a mutant phenotype. This suggest to us that, the advantage of our fly model in

its mapping resolution and experimental tractability, make it an ideal tool for testing the above

hypothesis.

Finally, it is often assumed that effects of natural variation on a trait should in general be

smaller than lab-induced mutations as large-effect mutations are more likely to be deleterious and

therefore eliminated by natural selection. However, what we observed contradicts this expectation.

Using total eye area as a quantitative measure of disease severity, the 178 genetic backgrounds

range from nearly 13% to almost 86% of the wild-type eye area. In comparison, none of the RNAi

or genetic mutant lines caused phenotypes nearly as severe. It is also worth pointing out that all

of the natural variation we investigated was introduced in a single copy in heterozygous flies that

carry only one copy of the DGRP autosomes. This surprising observation raises questions about

the nature of the causal natural variation and their natural fitness effects in the population, which

is amenable to future studies in the Drosophila model.

3.4.3 Connection between unfolded protein and HSPG function

Unfolded and misfolded proteins underlie a diverse group of diseases, including most neuro-degenerative

diseases such as Parkinson’s disease and Alzheimer’s disease (Bucciantini et al., 2002). Recently,

it has been suggested that cell apoptosis might play an important role in type 2 diabetes onset

(Rhodes, 2005). While the detailed mechanism causing apoptosis has not been established, one

possibility is that the increased demand of insulin production together with the inherently error-

prone protein folding process leads to the production of unfolded or misfolded proteins, which may

overwhelm the molecular chaperones for maintaining proteostasis.
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Our genome-wide association study identified sfl, a bifunctional enzyme that modifies the

polysaccharide chains in the biosynthesis of Heparan Sulfate Proteoglycan (HSPG). Further RNAi

experiments identified two more genes (ttv and botv) in the same pathway as being involved in mod-

ifying the eye-degeneration phenotype, strongly implicating a connection between HSPG function

and cellular response to unfolded proteins.

HSPG are abundant components of cell surfaces and extracellular matrices. They consist of

a core protein with unbranched disaccharide chains. HSPG are best known for their roles in

interacting with signaling molecules and functioning as co-receptor, which make them an integral

component in development (Häcker et al., 2005; Kirkpatrick and Selleck, 2007). Although

best known for their roles on the cell surface as co-receptors, they also have less well recognized

functions in regulating vesicle trafficking: HSPG independently mediates the uptake of triglyceride-

rich lipoproteins in mice (Stanford et al., 2009). A study in Drosophila showed that mutations

in sfl or ttv led to an activity-dependent increase in endocytosis in the neuro-muscular junctions

(Ren et al., 2009).

Furthermore, a link between vesicle trafficking, including both endo- and exocytosis, and cellular

response to unfolded protein has been strongly implicated in two yeast studies (Kim et al., 2009;

Kimmig et al., 2012). In a genome-wide screen, Kim, Gilbert and colleagues searched for genes

that would cause synthetic lethality with a mutant PDI protein that lacks its disulfide isomerase

activity. To their surprise, only 10/130 genes they identified belonged to the unfolded protein

response pathway, while more than half of the genes were related to vesicle trafficking. The authors

hypothesized that yeast cells compensate for the slower exit of the PDI substrates through a decrease

in the rate of endocytosis. Further compromising cells’ regulation of vesicle trafficking, therefore,

could lead to synthetic lethality. A similar finding was made in fission yeast, where Kimmig et al.

used a chemical to interrupt disulfide bond formation in the cells. As an immediate response, many

genes’ expression levels were down-regulated by Ire1, a highly conserved protein-folding sensor.

Among those genes, 10% were related to trafficking as defined by Gene Ontology (GO) terms.

Another interesting finding in Ren et al. (2009) is that mutations in the HSPG biosynthesis

pathway seemed to also alter the organization of several internal organelles, including mitochondria,

endoplasmic reticulum and Golgi, which provided another potential clue for how disrupting HSPG
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function may affect cellular response to unfolded proteins.

3.5 Materials and Methods

Fly strains

The {GMR-GAL4, UAS-hINSC96Y } line was generated by crossing the GMR-GAL4 line (Stock

#1104, Bloominton Stock Center) with the UAS-hINSC96Y line (Park et al., 2012), and obtaining

the recombinant 2nd chromosome, which was immediately balanced over CyO. 178 DGRP lines

were obtained from the Bloomington stock center. RNAi lines against sfl (GD5070), ttv (GD4871),

botv (GD37186) as well as mutant lines for ttv (ttv681) and botv (botv510) were generous gifts from

Dr. Scott Selleck (Penn State University).

Eye area measurement

All crosses were reared in 25C. To quantify total eye area, about 20 1-5 day old adult flies were

positioned on their side on a glass slide, prepared by applying a thin layer of vacuum grease

(Beckman cat 335148) to the surface. Three glass capillaries (76x1.2 mm) were positioned in

parallel at a distance about 1.5 adult body lengths apart to create two rows of spaces. Halocarbon

oil 700 (Sigma H8898) was then added to fill the space and to hold the cover glass. Eyes were

imaged using a Leica M205FA dissection scope and Leica DFC420 camera. A composite picture

was taken using the scope’s multifocus function to make the entire eye area in focus. Image analysis

used an in-house ImageJ macro, which reported the area of the eye in pixels. At least 10 images

(independent flies) passing the quality check were collected for each cross.

Principal Component Analysis

The whole-genome SNP dataset for the 154 DGRP lines used for GWAS was downloaded from the

DGRP website (http://dgrp.gnets.ncsu.edu/). To detect population structures among these lines,

900K SNPs (after LD pruning using PLINK v1.07, with parameter –indep-pairwise 50 5 0.5) were

input into the SmartPCA software (in EIGENSOFT v3.0), and the top 15 principal componentes

58



(PCs) were calculated (no outlier exclusion). To test whether the presence of a weak population

structure could be confounding the association analysis, we tested for correlation between the

hINSC96Y phenotype (line mean) and the length of the first five eigenvectors in each DGRP line.

In each case the correlation was not significant.

Genome wide association

Mean eye area of 154 DGRP lines crossed to the hINSC96Y line was regressed on each SNP genome-

wide with a minor allele frequency > 5% (PLINK 1.07, quantitative trait mode). Altogether

2,106,077 autosomal SNPs and 324,253 SNPs on the X chromosome were tested. Because the X

chromosomes were not variable in the F1 by design, the X-linked SNPs were expected to conform

to a null distribution where no association exists. This was tested and confirmed with the quantile-

quantile plot.

Because an estimate of the total number of independent SNPs genome-wide doesn’t exist for

fly, we adopted two arbitrary thresholds to identify candidate SNPs on the autosomes: the first is

a Bonferroni corrected threshold at 0.05 level (-log10 p-value > 7.62). This is conservative because

it assumes all tests are independent while the number of independent SNPs must be much smaller

than the total number tested. The second is a nominating threshold of p-value < 10−5, suggested

by Mackay and colleagues (Mackay et al., 2012).

For the second threshold, which is less conservative, we used two ways to estimate the false

discovery rate (FDR). First, assuming the false positive rate for autosomal and X-linked SNPs are

the same, we expected 6.5 autosomal SNPs while observing 29, which gave an FDR of 22%. Second,

we randomly shuffled the line labels of the phenotype column 2,000 times, and carried out GWAS

on each of the permuted datasets. The resulting number of SNPs passing the threshold in each of

the 2,000 trials has a mean of 21 and a median of 19, while the observed number 30 is at the 85th

percentile. Both methods suggest a fairly modest enrichment of true positives under the second

threshold.

To determine if there are secondary signals in sfl or elsewhere in the genome independent of the

intronic SFPs in sfl, we fit a linear model with the 18/4bp sfl polymorphism as a covariate. This

analysis was performed either within the sfl locus or genome wide, and in each case the p-values

59



were corrected for multiple testing using Bonferroni’s method. The lack of significant SNPs in both

cases could be due to either a lack of genuine signals or a lack of power due to the limited sample

size and highly conservative threshold.

Expression analysis for sfl and CG32396

Expression profiles for both genes in the adult tissues were assessed with data from FlyAtlas

(Chintapalli et al., 2007) and modENCODE (Roy et al., 2010). To directly assay expression

in the eye imaginal discs, we isolated total RNA from 10 pairs of eye imaginal discs in 3rd instar

wandering larvae. Briefly, individual larva were sexed and dissected in 1x PBS, and the isolated eye

imaginal discs are immediately dissolved in 300ul Trizol (Invitrogen 15596-026). Total RNA was

extracted according to the manufacturer’s manual. We then made cDNA libraries using (dT)20

primers after DNase I treatment (Invitrogen 18080-051,18068-015). Real time quantitative PCR

was performed with primer pairs targeting either sfl or CG32396, with RP49 as an endogenous

reference (SYBR-Green assay).

RNAi and mutant validation for candidate genes

All RNAi strains were originally from the Vienna Drosophila RNAi Center as P-element insertion

lines in a co-isogenic w1118 background. For each RNAi strain, we first tested whether it alone

had an effect on eye development by crossing it to GMR-GAL4 (stock #1104) and comparing the

eye area of the F1 males or females to the control cross between w1118 and GMR-GAL4. In all

crosses, GMR-GAL4 line was used as the maternal parent. To test its effect on the hINSC96Y

induced eye degeneration phenotype, we crossed the RNAi strain to our hINSC96Y line (used as

maternal parent), so that both hINSC96Y and the RNAi constructs are driven by GMR-GAL4. The

resulting phenotype was compared to the cross between hINSC96Y (maternal) and w1118. At least

10 individual flies were measured per cross and a t-test was used to determine significance at 0.05

level with multiple testing correction.

For mutant lines, we substituted GMR-GAL4 with w1118 in the first test and used w1118 as a

control. The same scheme was used for the second test.
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Pyro-sequencing assays

Six 18bp lines and eight 4bp lines were randomly chosen and paired to form 15 crosses (see Figure

S.17 for cross design). All crosses were reared at 25C. Three sets of ten 3rd instar wandering

larvae were collected from each cross and dissected in 1x PBS to isolate the eye imaginal discs.

RNA isolation and cDNA library preparation are the same as described above for qPCR analysis.

Genomic DNA were extracted from adult flies from the same cross.

Because the 18bp/4bp polymorphism is in the intron, we identified SNPs in the cDNA that

could be used to distinguish the two alleles in each cross. Five such exonic SNPs were identified and

their corresponding pyro-sequencing assays covered all 15 crosses. Pyro-sequencing was performed

as previously described (Wittkopp et al., 2004). Briefly, each of the three cDNA and one gDNA

sample per cross was analyzed in four replicate PCR amplifications and subsequent pyrosequencing

to determine relative expression. The ratio in genomic DNA analysis was used to account for

amplification bias. The resulting 3 (cDNA biological replicates) x 4 (PCR and pyro technical

replicates) = 12 corrected ratios were first log2 transformed and analyzed using ANOVA yij =

α + Li + εij , where Li is a random effect term for the biological replicates (i = 1, 2, 3). If the

random effect term has a p-value > 0.1 (true for 13 of the 15 crosses), all data were pooled to fit

a reduced ANOVA model yi = α + εi, from which the estimate and the 95% confidence interval

for the ratio of expression (α) was calculated. In the two cases where the random effect term was

nominally significant (p< 0.1), a linear mixed-effect model was fit using the lme package in R to

obtain an estimate and 95% confidence interval for the same ratio.
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4

GWAS IN DROSOPHILA SYNTHETIC POPULATION

RESOURCE (DSPR)

4.1 Abstract

DSPR represent 1,700 inbred lines of D. melanogaster derived from two synthetic, advanced in-

tercross populations, each founded by eight genetically diverse inbred lines. This larger panel of

lines allowed us to pursue two goals: (1) to replicate the sfl locus identified in DGRP and (2)

to identify novel loci taking advantage of the higher statistical power. In the preliminary study,

we phenotyped 100 RILs from each of the two synthetic populations (A and B), mainly for the

purpose of replicating the sfl locus. These 200 lines together nearly matched the range of pheno-

type spanned by the 178 DGRP lines, suggesting that the genetic architecture observed in DGRP

is a common feature rather than special property of that population. Despite the similar range

of phenotype and the presence of the sfl 18/4bp intronic polymorphism at the same intermediate

frequency in DSPR and DGRP, the results from the 200 DSPR lines did not replicate the previous

finding: while the 4bp allele is associated with significantly more severe phenotype in DGRP, the

association is non-significant in the 100 B population lines while it is marginally significant at 0.05

level in the A population, but in the reverse direction. One possible reason for the failure lies in

the linkage structure: the minimum non-recombining region is more than 300kb in the DSPR lines

examined, far surpassing the 55kb sfl locus; therefore the genotypic variation is organized into long

haplotypes consisting of eight distinct founder types, rather than individual variants as are tested

in DGRP. Genome-wide QTL scan performed separately for the two synthetic populations revealed

a significant peak in addition to several promising ones in the B population, with the former span-

ning about 10 genes located on chromosome 2L. We are therefore planning to phenotype all the B

lines in the hope of refining the identified peak and identifying additional novel loci. In summary,

200 RILs from DSPR failed to replicate the sfl variants identified in DGRP, but pointed to a novel

locus. The failure of replication, however, provides an exciting opportunity for us to probe into

its underlying mechanism, which could provide valuable insight into this notoriously difficult and
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wide-spread problem in human studies of complex disease.

4.2 Background

DSPR is a genetic mapping resource developed by Stuart MacDonald, Anthony Long and colleagues

(King et al., 2012). It consists of nearly 1,700 recombinant inbred lines (RILs) derived from

two multi-parent, advanced intercross populations. The two populations were each founded by

eight inbred lines from a worldwide collection. After an initial mixing stage, the populations were

maintained as large, random mating cohorts for 50 generations, at which point nearly 1,700 RILs

were created. Because DSPR populations are highly recombined, and have a much larger number of

RILs as compared to DGRP, it is well suited for discovering loci of smaller effect size. In addition,

the frequency of any rare mutation in a founder line will be elevated in the synthetic population to

12.5% initially, which makes DSPR potentially more power to identify low frequency variants in a

natural population.

4.3 Results and Discussion

While the best use of DSPR is for de novo discoveries of genetic loci associated with our phenotype,

the current experiment uses it primarily to ask whether the GWAS result obtained in DGRP – the

identification of sfl – could be replicated in an independent set of wild-derived lines. The DSPR is

suitable for this purpose, because the indel polymorphism in sfl and the linked SNP (chr3L:6523484,

dm3), two of the most significant variants identified in DGRP, were both present in the 16 DSPR

founder lines at very similar minor allele frequencies (close to 50% in both). This experiment is less

conservative than one which uses lines from the DGRP to found a synthetic population because

differences between these two founder sets in haplotype structures and additional variants either

in the sfl locus or elsewhere in the genome could result in failure of replication by several means.

The synthetic population we will describe in chapter 5 is, in fact, founded with DGRP lines, and

therefore may be a more direct test to validate the sfl QTL.

There are several reasons for replicating an association result from GWAS. Most importantly,

any statistical association, even at the most stringent threshold, is susceptible to being a false

63



positive. In human studies where experimental validation is generally not possible with human

subjects, replication of the QTL in an independent population is a necessity. Experimental valida-

tion is often straightforward in Drosophila with RNAi and other genetic tools, which we did with sfl

as well as two other genes in the HSPG biosynthesis pathway. Therefore, the replication in DSPR

serves a different purpose in our study, namely to ask whether the same variants have the same or

different effect in a different set of genomic backgrounds. If they do, the DSPR sample would allow

us to estimate the effect size of the variants, which, due to a known statistical effect (Garner,

2007; Sun et al., 2011), can not be estimated without bias in the original sample (DGRP). If they

don’t, it will offer us an opportunity to study the mechanism of disease heterogeneity in a tractable

system, which we hope will bring light to this prevalent and challenging problem in human diseases.

4.3.1 Power to repicate sfl in another sample

I first calculated the sample size (the number of RIL) needed to detect the sfl intronic variants with

80% power. To account for the winner’s curse effect, which likely resulted in an over-estimate of

the true effect size in the original DGRP sample, I applied a method described in Sun et al. (2011),

which suggested an adjusted estimate approximately 50% of the original estimate from DGRP.

Then, using G*Power3 (Faul et al., 2007), I calculated the required sample size for replicating this

single locus at α = 0.05 level in an independent population (by a two-tailed t-test), assuming the

same minor allele frequency and effect size in the replication sample. As shown in Figure S.18, an

estimate of 150-200 lines for both allele groups is expected to provide 80% statistical power.

4.3.2 Similar Phenotype Range in 200 RILs from DSPR compared to 178

DGRP lines

To perform the study, I randomly chose 100 RILs that carry either the 18bp or the 4bp allele

at the indel site. I also attempted to evenly sample from both synthetic populations (labeled

as A and B, which are initiated with different founder sets), so as to maximize the amount of

haplotype variation in the sample. However, this reduces the overall power to test for an effect

of the sfl polymorphism, as explained below. I followed the same procedure for crossing to the
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hINSC96Y line and phenotyping the F1 male progeny, as described in Chapter 3. The resulting

phenotypic distribution of 192 F1 lines (8 lines did not yield useful data) closely matches both the

range and the nearly continuous distribution of eye phenotypes spanned by the 178 DGRP lines

(Figure 4.1). That the DSPR RIL, founded by just 15 independent lines, could nearly recapitulate

the full range of phenotypic variation seen in 178 DGRP lines should not come as any surprise (see

Falconer, 1981, pp94). However, it does reassures us that the extreme phenotypes observed in

DGRP were not due simply to rare variants that are specific to DGRP. Instead, a combination of

common variants shared between DGRP and DSPR, as well as a group of low frequency variants

that are specific to each but are similar in the total number, are likely to underlie the phenotypic

variability.

4.3.3 Failure to replicate: possible reasons and implications

Despite the similarities in phenotypic range, the sfl intronic variants, to our surprise, showed an

opposite effect in DSPR: the 4bp allele seemed to be associated with larger eyes, a difference

marginally significant at 0.05 level in a sample of 200 lines (Figure 4.2). Upon more careful exam-

ination, this difference appears to be entirely driven by population A (p-value = 0.0074 for A vs.

0.87 for B, S.20).

An obvious difference between DGRP and DSPR is the population-specific variation they harbor

– in the 55Kb sfl locus, for example, approximately 60% of the common variation (MAF > 0.05)

are shared between the two (Figure S.19); rare variants are more likely to be specific to either

population.

A less obvious, yet crucial difference between the two is that DSPR has far more linkage

disequilibrium due to a vastly smaller number of recombination events in its history. According

to King et al. (2012), the average genetic distance between breakpoints in DSPR RILs is 3.0 cM

for autosomes. This means large segments – as long as 1.5 - 3.0 Mb – of founder chromosomes

are inherited as a unit. To evaluate the LD structure among the 100 RILs from either the A or

B population, I color-coded and sorted the 1Mb chromosome segments surrounding the sfl locus

in these lines by their inferred founder ancestry (Figure 4.3). The result shows that the minimum

non-recombining region in either A or B population is approximately 300Kb, which extends well
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Figure 4.1: Phenotype distributions in DGRP or DSPR lines crossed with
hINSC96Y . In both panels, the circle and the error bar represent line mean ± 1 s.d. The
data points on the right (red) represent wild type fly eye area (the same lines were plotted in
both panels). Top panel: 178 DGRP lines; bottom panel: 192 lines from DSPR. The dashed
lines mark 20,000 and 50,000 pixel points on the y-axis in both panels for visual comparison.
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Figure 4.2: Impact of sfl variants in DSPR on eye area in DSPR x
hINSC96Y heterozygotes. Boxplots of the line means in either the 18bp or 4bp allele group
were shown for DGRP (A) and DSPR (B) respectively. p-value from a students t-test and
the sample size in each allelic group are indicated above the figures. In box plots, the thick
line represents the median, the box the interquartile range, the whiskers the 1.5 times the
interquartile range and circles for data outside the whiskers’ range.
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A B

Figure 4.3: Haplotype structures in DSPR samples around sfl. In both panels, each
of the 100 rows is a recombinant inbred line (RIL) either in population A (A) or population
B (B). The colors identify the eight different founder chromosomes from which that region
of the chromosome is descended from. The region in the plot is centered on sfl, which is
represented by the blue shape at the bottom. The black vertical marks indicate the actual
sequenced tags, from which the ancestry of each segment for each RIL is inferred (King
et al., 2012).
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beyond the 55Kb sfl locus. This has two implications for the analysis: first, it suggests that we

should test for association between the phenotype and the eight founder haplotypes rather than

individual sequence variants; second, because the A and B populations only share one of their eight

founders and almost certainly have different haplotype alleles, they should be analyzed separately

rather than combined. It is therefore not surprising to learn that the opposite-direction effect of

the sfl variants is driven by just one of the two populations (Figure S.20).

4.3.4 Genome-wide QTL scan points to a potential locus in population B

All DSPR RILs are genotyped at 10,275 high quality SNP markers across the genome, allowing the

founder ancestry of each segments to be inferred (King et al., 2012). Taking advantage of this,

I performed a standard QTL mapping in population A and B separately, using the eight additive

probabilities of founder chromosomes inferred from the sequenced tags. As shown in Figure 4.4, one

locus on chromosome 2L was identified to be significant at 0.05 level based on 1,000 permutation

test. A conservative confidence interval of the linked locus, defined by a drop of 2 LOD score from

the peak (Lander and Botstein, 1989), contains about 10 genes (Table 4.1). Among these genes,

Ge-1 is a particularly interesting candidate: its gene product serves as a central component of the

P bodies, which are cytoplasmic foci involved in mRNA degradation, nonsense-mediated mRNA

decay (NMD), translational repression, and RNA-mediated gene silencing (Kulkarni et al., 2010).

Intriguingly, following exposure of cells to oxidative stress, Ge-1-containing P-bodies were found

adjacent to a particular type of stress granules (Yu et al., 2005). These results suggest that

variants that impact Ge-1 function could contribute to cellular response to stress, as in the case of

our hINSC96Y model. We are now planning to test this candidate using RNAi and other genetic

tools.

Several other intervals are close to the genome wide significance threshold. Given the polygenic

basis as evidenced by the continuum of phenotype variation among the 200 RILs, we are certain of

additional loci awaiting discoveries. The sample size in this pilot analysis is certainly not adequate

to find most loci, and it did not take full advantage of the DSPR, which contains more than 800

RILs for population B alone. Thus we plan to phenotype an additional set of B lines to identify

additional loci and also to refine the resolution of the existing one on chromosome 2L.
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Figure 4.4: Genome wide interval mapping in DSPR. (A) Genome scans for QTL in
the two populations (blue: pop. A; red: pop. B). Independent tests for association were per-
formed at a grid of genomic locations at 10kb intervals, using the eight additive probabilities
corresponding to the eight ancestor haplotypes. The dashed line indicates the 5% type I
error threshold obtained from 1000 permutation tests. (B) A zoom-in view of the significant
peak in population B on chromosome 2L. In comparison, the log10 p-values from GWAS in
DGRP is plotted below for the same region. The black horizontal line indicates a 0.05 level
for type I error without multiple-test correction.
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Table 4.1: DSPR Population B candidate gene annotation

Gene Symbol Gene Name Molecular Functionl Expression
Sameul Protein coding Unknown; regulation of

gene silencing/growth
Moderate to high expres-
sion, not in eye.

Ast-C Allatostatin Neuropeptide hormone;
Myoinhibitory hormone

High in brain and
midgut, not in eye.

CG16854 Protein coding Catalytic activity In brain and testis, not in
eye

CG4705 Protein coding Unknown Moderate expression in
brain and eye

Ge-1 Protein coding found in P bodies, deple-
tion of it causes loss of P
bodies

Moderate expression in
brain and eye

Reps/CG6192 Protein coding Unknown; predicted to
bind calcium ion

High expression in brain,
moderate expression in
eye

l(2)gd1 Lethal (2) giant
disc 1

Phospholipid binding; No flyatlas data available

CG6201 Protein coding carbohydrate metabolic
process; Glycoside hydro-
lase

Moderate to high expres-
sion in brain, no info in
eye

Gr32a Protein coding Taste receptor activ-
ity, involved in male
courtship

Testis specific

CG6230 Protein coding ATPase activity Moderate to high expres-
sion in brain and eye
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4.4 Materials and Methods

RILs from DSPR

200 RILs (Table S.5) were chosen based on their inferred allelic state at the sfl intronic indel (100

each for the 18bp and 4bp allele). The strategy for selecting lines was to sample all 16 founder

haplotypes represented at and around that indel site as evenly as possible (inferred from sequenced

tags using an HMM algorithm, King et al. 2012). As part of this strategy, the A and B populations

were equally represented, with 100 RILs from each, in the sample of 200. This strategy assured

the widest representation of founder variation but at the expense of statistical power to test for

replicating the sfl QTL, which is best carried out in the A and B subsamples separately.

Calculating sample size required for replication

To account for the winner’s curse effect, which predicts an upward-bias in the estimate of effect size,

I ran the br2 program (Sun et al., 2011) with the following parameters: –alpha 2.5e-08 –qt –B1

500 –B2 100. The program predicts a lower bound for the true effect size as 52% of the original

estimate (β/β0 ≈ 52.2%). To estimate the sample size required to replicate the variant, I used

G*Power3 (Faul et al., 2007) to produce a curve for the required sample size as a function of the

true effect size of the variant (Figure S.18). Based on the predicted lower bound, 125 RILs are

expected to achieve 80% power.

Fly cross and phenotyping

All crosses and phenotyping were carried out exactly as described in Chapter 3. Images were

processed in the same pipeline as for DGRP. 192 of the 200 RILs passed all quality control to

produce useful data for analysis.

QTL mapping

In each of the A and B population, I regressed the mean eye area for each RIL (based on > 10

individual measurements per RIL) on the eight additive probabilities for founder haplotypes inferred
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at a grid of genomic locations at 10kb intervals. An early version of the mapping software in R

was kindly provided by Dr. Elizabeth King. The up-to-date version is now available through the

website flyrils.org. The 0.05 type I error rate threshold was established for each of the A and B

population through 1,000 permutation tests, in which the RIL IDs for the phenotype column were

randomly shuffled in each permutation.
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5

EXTREME SELECTION TO IDENTIFY COMMON AND

RARE VARIANTS INFLUENCING A COMPLEX TRAIT

5.1 Abstract

Part of identifying the genetic architecture of complex disease is to understand the relative contri-

bution from common vs. rare variants to the phenotypic variability. The widely used approach of

genome-wide association studies (GWAS), however, are inherently biased towards common variants;

rare variants of moderate effect-size are generally not targeted and have been suggested to underlie

the “missing heritability” in common disease and quantitative trait studies (Manolio et al., 2009).

Once instances from both categories are identified, we would also like to know whether the two

classes of variants differ in aspects other than their population frequency. To make inroads into

both questions, we designed a novel strategy to improve the power for detecting rare variants. By

creating a synthetic population initiated by a limited number of founders – eight in this study – any

rare variant carried by one founder becomes elevated in its frequency, in this case to a minor allele

frequency (MAF) of 12.5%. To balance the gain in statistical power with the amount of variation

examined, we propose using a 8x8 matrix utilizing 64 DGRP inbred lines, from which 16 eight-

founder synthetic populations will be created. After letting each synthetic population randomly

mate and reproduce for a number of generations, the resulting advanced intercross population is

used for a one-step, extreme selection experiment. The basic idea is to select for the phenotypic

extremes in the genetically admixed population and use sequencing to estimate the allele frequen-

cies in both tails of the distribution. Variants associated with the phenotype are expected to

exhibit large differences in their frequencies, which can be detected by a statistical test such as

the Fisher’s Exact Test. Simulation suggests that this strategy achieves 80% power for a variant

that starts as a singleton among the eight founders and has a moderate effect size of d/σ = 0.5.

In comparison, GWAS would need more than 5,000 lines to detect a variant of the same effect

size and has a population frequency of 5%. Simulation also suggests that this approach has high

accuracy and reasonable resolution. Future studies will focus on (1) using simulation to explore

74



distinct signatures in the allele frequency data that can be used to distinguish causal variants from

different frequency classes; (2) to test and refine the analysis methods by applying them to the

pilot experiment data. In summary, we expect to use this novel strategy to obtain both an overall

picture of the relative contribution from rare variants to phenotypic variance and also to identify

specific instances for genetic and molecular investigation.

5.2 Background

In Chapter 3, I described the results from a genome-wide association study to identify genetic

variants that modify the disease phenotype. However, a clear discordance exists between the

continuous phenotype distribution, which undoubtedly suggests a complex genetic architecture,

and the single large-effect candidate locus (sfl) identified in the study. The reason underlying

this discrepancy is likely to be a practical one: GWAS is highly conservative in calling significant

associations to assure a low false positive rate. Furthermore, while the method is unbiased with

respect to the location and types of variants, it is not unbiased when it comes to the population

frequency and effect size of the variants. As a result, GWAS is most powerful for identifying

intermediate frequency, moderate- to large-effect variants, but not their complements. The missing

heritability problem, i.e. combining top GWAS candidates only explains a small percentage of

the total heritability (Manolio et al., 2009), leads to the hypothesis that a substantial part of

the phenotypic variance is attributable to low frequency variants of modest effect size, which are

undetectable in GWAS (the actual limit for frequency and effect size depends on the sample size

of the study). The approach that I will describe in this chapter is designed specifically to have

enhanced power to detect low frequency variants (although, it is still more powerful for common

variants). The goal of the study is to both estimate the total contribution from low frequency

variants as a proportion of the total, and also identify particular instances, which can be subjected

to further characterization with respect to genomic location, molecular mechanism and fitness effect.
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5.3 Study Design

In order to enhance the power to detect rare variants, the key of the approach is to increase their

frequencies in a synthetic population that is initiated with a limited number of founder lines. Our

design incorporates the following features:

• Randomly chose 64 lines from the 192 inbred lines in DGRP;

• Use them to found 16 synthetic populations;

• Each population will be founded by eight DGRP lines, and

• Each DGRP line will be used twice in the 16 populations

To achieve this design, an 8x8 matrix of 64 lines is sampled across the rows and columns to pro-

duce 16 synthetic populations, each with 8 founders. This design balances the desire to maximize

the total number of genomes to be examined and to achieve a minimum minor allele frequency in

consideration of mapping power. The 64 lines are expected to capture the majority of common

variants, while rare variants will be present only once in the 64 lines but twice in the 16 synthetic

populations. The latter allows a rare mutation detected in one synthetic population to be replicated

in another. After an initial mixing stage (a round-robin cross scheme), each synthetic population

is maintained in discrete generations for n generations, resulting in a multi-parent, advanced inter-

cross population. In the pilot study, one such population has been constructed, and had reached

generation 11 (n = 11) at the time of the mapping experiment.

A major feature of this synthetic population is that all segregating variants have a minimum

minor allele frequency (MAF) of 1/8 at the time of population initiation. This means any low

frequency allele in a founder line (chosen from the 192 DGRP lines) is automatically boosted to

at least 12.5% MAF. However, it is important to note that both unintended selection and genetic

drift can shift the allele frequencies in the n generations of random mating, which could result in

lower MAF for certain variants, possibly rendering them below the detection limit of the study. To

minimize the influence of genetic drift, we maintained the population at a size of 1,500 adults or

more. Through a simple calculation (Text S.2), we expect genetic drift in such a population to shift

allele frequencies by 2% for variants with an initial frequency of 12.5%, or 1/8, during a period of

76



11 generations; for variants with an initial frequency of 50%, we expect a shift of 3% on average.

By contrast, in a population of 100 diploids, we expect an average shift of 7.8% or 11.7% for the

two frequency classes, respectively. De novo mutations may arise during the course of the study,

but they can be safely ignored for our purpose as they hardly reach an appreciable frequency for

them to matter in the downstream mapping.

Multiple strategies may be employed for mapping QTLs in this synthetic population. For cost

and time efficiency, we employed a strategy that is akin to the bulk segregant analysis in yeast

(Segrè et al., 2006; Ehrenreich et al., 2010), which we will refer to as extreme mapping. In

brief, we took the synthetic, advanced intercross population (at its 11th generation), and crossed

it en masse to the hINSC96Y line. The resulting progeny each carries one set of the lab strain chro-

mosomes and one set of chromosomes from the synthetic population. Then, instead of phenotyping

and genotyping a moderate number of offspring, we sorted through a much larger pool of F1 flies

(∼ 4, 000) and extracted 200 flies in each of the two extremes of the phenotypic distribution. We

plan to pool and sequence the two sets of 200 flies. With allele frequencies estimated from the

sequencing data, statistical tests will be applied at each polymorphic site to determine if the MAF

is significantly different between the two extremes, which will be used as evidence of association

between that site and the phenotype.

Comment on mapping resolution

In terms of mapping resolution, the strategy proposed here shares features of both conventional

QTL mapping and GWAS in an outbred population. The creation of the advanced intercross

population allows more time for recombination to break down the linkage between variation across

the founder chromosomes, though the number will still be vastly smaller than that in a typical

outbred population. The estimated average number of break points per chromosome is 2.75 for

the second and third chromosome and 3.7 for the X chromosome. An advantage of this study

design is that the longer the population is maintained, the more the initial linkage disequilibrium is

reduced, and therefore the higher the resolution. At present, however, the relatively small number

of recombination events per chromosome in the experimental populations will inevitably limit the

resolution. The goal of this pilot study is to troubleshoot the procedure and optimize the parameters
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in various stages of the experimental design.

5.4 Simulation

I first used simulation to explore several aspects of the study design, including power of the study

to detect a variant of a specific initial frequency and effect size, mapping accuracy – how close is

the peak to the causal site and mapping resolution.

The simulation was implemented in several stages. First, a population of 4,000 diploid in-

dividuals was created with their genotypes randomly sampled from eight ancestor chromosomes

(initial mixing). Without loss of generality, I simulated one chromosome arm instead of the whole

genome, which has a physical length of 25Mb and a genetic length of 50cM, values that resemble

chromosome 3L of D. melanogaster. Next, in every subsequent generation, offspring were generated

by randomly choosing two parents from the previous generation. Recombination was implemented

in the procedure to generate gametes. After 20 generations, a sample of 4,000 chromosomes were

sampled (one chromosome randomly chosen from each diploid) to mimic the process of crossing the

synthetic population to the lab strain. Phenotype was assigned to each according to an additive

model

y = µ+
k∑

l=1

βkgk + ε (5.1)

k represents the number of causal loci; βk is the scaled effect size, defined as d/σ, where d is

the difference in the phenotype mean between the two alleles and σ is the standard deviation

of the phenotype. The error term, ε, is normally distributed with mean of 0 and variance of 1.

Following phenotype-based sorting, individuals in the 5% tails on both sides of the distribution

were extracted, in which the minor allele frequencies were counted and a Fisher’s Exact Test was

used to determine the significance of the difference between the two tails. For more details of the

simulation procedure, please see Materials and Methods.

5.4.1 Power to detect variants of various MAF and effect sizes

The extreme mapping identifies a SNP marker as associated when the null hypothesis of the allele

frequencies in the two tails being equal can be rejected at a given threshold. To evaluate the power
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of the test, I calculated the expected frequencies in the 5% tails of the phenotypic distribution using

the mixed normal distribution, for a series of variants of different effect sizes (d/σ ∈ [0.1, 1]). The

power of the Fisher’s Exact Test was simulated in R assuming a sample size of 200 (the number

of Bernoulli trials with the probability equal to the frequency in either tail). Power also depends

on the initial frequency of the variant, which was set to one of the three values (0.125, 0.25 and

0.5) corresponding to singleton, doubleton and four copies of the eight ancestral chromosomes,

respectively. The singleton class is of most interest to us because it contains the highest proportion

of rare variants in the original population. As shown in the Figure 5.1, the test achieves > 80%

power for a singleton with a scaled effect size (d/σ) of 0.4 or more (Figure 5.1 top right panel, solid

line). In contrast, GWAS generally has poor power to detect rare variants. For example, it takes

> 5, 000 lines to achieve 80% power for detecting a variant of the same effect size with a minor

allele frequency of 5% or less. If the minor allele frequency were 10%, the number of lines required

is reduced to about 3,000, which is still a fairly large number. This calculation also depends

on unknown parameters such as the number of independent SNPs in either mapping strategy.

However, my calculations suggest that the overall conclusion stands. For example, assuming 1,000

independent tests instead of 100 for extreme mapping has very small influences on the power–effect-

size curve (Figure 5.1, right panel, solid vs. dashed lines). If I loosen the genome-wide significance

threshold from 10−8 to 10−6 for GWAS – a fairly liberal threshold, it still takes 2,300 lines, instead

of 3,000, for the latter case above. Therefore, I showed in this section that the extreme mapping

strategy complements GWAS in detecting relatively rare variants, by increasing their minor allele

frequencies in a synthetic population initiated by a small number of founder lines.

5.4.2 Mapping accuracy

Next, I examined the accuracy of mapping, i.e. the distance between the peak in the chromosome

map of p-values to the assigned causal site. I simulated for eight effect size categories. In each

category, I ran 50 replicate simulations, each of which used an independently generated synthetic

population from eight DGRP lines. One of the eight lines was seeded with a randomly placed

causal mutation (singleton in the eight founders). After phenotype sorting and statistical testing,

the SNP with the most significant p-value was identified and its distance to the seeded causal SNP
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Figure 5.1: Power of Extreme Mapping. Each of the three rows represents a different
initial frequency of the causal mutation (indicated above each left panel figure and by the
dashed horizontal line in each plot). In the left column, the allele frequencies (y-axis) in both
5% tails (triangle: left; plus sign: right; the minor allele is assumed to reduce the phenotypic
mean by d) of the phenotype distribution are plotted for 10 different effect sizes (given in
units of d/σ). As expected, large effect size variants produce greater differences in their
allele frequencies between the two tails. The corresponding right column plots the power of
a Fisher’s Exact Test comparing the frequencies of the allele in the two tails (200 individuals
per tail sampled). The test is performed at 0.05 level with multiple testing corrected by
Bonferroni’s method, assuming 100 (circle) or 1,000 (cross) independent tests.
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was recorded as a measure of the mapping accuracy. As shown in Table 5.1, variants with a scaled

effect size of 0.5 or more can be mapped to within 100kb on average, or within 10 kb 50% of the

time.

Table 5.1: Distance to predicted peaks from a causal mutation∗

Effect Size Distance (kb) to causal site
Mean Median 80% Quantile

0.3 1,466 335 718
0.5 92 4 230
0.7 68 2 82
0.9 51 5 14
1.1 46 5 20
1.3 17 8 10
1.5 17 0 4
1.7 8 0 1
∗Simulated bulk segregant analysis in an artificial population (N=4000)
with 8 founders following 20 generations of random mating. We assumed
uniform recombination along a single Drosophila chromosome arm (25Mb;
50cM). 200 flies in each tail of the phenotypic distribution were selected
for SNP frequency comparison. Each simulation used an independently
generated synthetic population derived from 8 Raleigh inbred lines, one
of which was seeded with a randomly placed causal mutation. The causal
SNP was assigned an effect size in units of d/σ for a normally distributed
trait. Shown are results for 50 replicate simulations for each of 8 effect
sizes.

5.4.3 Mapping resolution

When two causal variants are spaced closely to each other, sharing of linked polymorphism as well

as imperfect mapping accuracy can lead to the merging of the two peaks. To evaluate how far apart

two variants can be to still allow the method to reliably distinguish them, I seeded two singleton

variants at a distance of either 173kb or 489kb apart on different ancestral chromosomes. I then ran

the simulation and located the position of the most significant p-value SNP among the singletons

on each of the two ancestral chromosomes that carry the causal variants. This is different from

scanning all SNPs as in an actual experiment, as one would not know which of the eight ancestral

chromosomes contains a causal variant. Instead, the purpose of this exercise is to explore the
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phenomenon of “peak merging” as a result of background noise and linkage disequilibrium. Another

purpose is to determine whether the difference between two causal singletons vs. one doubleton

on the same two ancestral chromosomes are distinguishable. To do so, I ran a second simulation

for either distance parameter, in which I seeded a doubleton in the same two chromosomes that

carry the causal singletons in the other experiment, and placed the doubleton in approximately the

same region (see Figure 5.2). I recorded the peak positions among singletons of either of the two

chromosomes, as I did for the first simulation, and compared the result to that in the two-singleton

case. As shown in Figure 5.2 right panel, when two causal singletons are 173kb apart, and each

has a scaled effect size of 1, the respective peak positions can have substantial overlap, and the

difference between it and one causal doubleton cannot be reliably determined. By contrast, when

the two singletons were placed 500kb apart, their respective peaks rarely overlap, and the result is

clearly distinguishable from that caused by one doubleton on the same ancestral chromosomes.

5.4.4 Pilot experiment and future directions

In a pilot experiment, we created one synthetic population from eight DGRP lines. A round-robin

cross scheme was employed initially to enforce heterozygosity, so as to avoid differential fitness

among inbred lines causing severe alteration of the allele frequencies. Subsequently, the population

was maintained in a 45x45x80 (cm) cage on a 14d cycle (discrete generations) at 25C. Two replicate

cages were established following the same protocol and maintained in parallel. At the end of the

11th generation, 2×10 = 20 bottles in total were set in each cage to collect eggs. From the hatched

adults, 400 virgin females per cage were collected and crossed to males from the hINSC96Y line.

Therefore, a total of 400 (individuals) x 2 (haploid genomes) x 2 (replicate cages) = 1,600 haploid

genomes were sampled.

From the progeny of the cross, nearly 4,000 adult males of the desired genotype were visually

sorted based on their eye size, from which 200 flies with the most extreme phenotype (smallest or

largest eyes) were collected. An additional sample from both tails were also collected for quantitative

measurement of their eye area. Also measured was a random sample of about 60 flies prior to

phenotype sorting to estimate the population overall distribution (Figure 5.3). Using these samples,

I estimated that our phenotype sorting achieved approximately 20% tail instead of the targeted
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Figure 5.2: Ability to distinguish two independent causal singletons depends on
the distance between them. In both (A) and (B), the top-left panel depicts two chro-
mosomes each seeded with a singleton at a distance of 173kb (A) or 489kb (B) apart. 50
replicate simulations were run, each with an independently simulated synthetic population.
Following extreme selection, the positions of the most significant SNP on each of the two
chromosomes were plotted. For the bottom-left panel, the same procedure was applied,
except that a doubleton (i.e. a mutation at the same site in two of the eight founder chro-
mosomes) instead of two singletons was seeded. The position of the seeded mutation(s) are
indicated by red or green asterisks. The right panel re-plots the top-left panel using a scatter
plot, with x and y being the positions of the recorded peaks on each of the two chromosomes
for one of the 50 replicate simulations. The horizontal and vertical dashed lines mark the
position of the seeded singletons, while the diagonal dashed line is y = x.
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5%. Further improvement in the sorting scheme is expected to improve this result towards the

target. Simulation suggests that even with 20% tails, the experiment is still expected to provide

decent power for detecting rare variants with effect size 0.5 or larger (see Figure S.21); we therefore

proceed to sequence the selected pools.

In the follow-up of this experiment, a number of questions remain to be answered through a

combination of simulation and empirical testing with the pilot data. The first question concerns our

ability to attribute the identified peak to a particular variant, and therefore a frequency class, which

will be used to determine the relative contribution of rare vs. common variants. In the previous

simulation for investigating mapping accuracy, I demonstrated that for a variant with effect size of

0.5 (d/σ), with 50% chance the peak (in the p-value map) will be located within 10kb of the causal

variant. However, as the causal variant is not guaranteed to have the most significant p-value,

more information is required to determine or infer with confidence its frequency. I believe this is

possible because a causal singleton should produce a different signature in the chromosome map of

p-values than a doubleton, for example. If we focus on linked singletons, a causal singleton should

only influence other singletons belonging to the same founder chromosome, but not singletons on

other chromosomes. In contrast, non-singleton variants will influence singletons on multiple founder

chromosomes, and to a lesser degree compared with a causal singleton if they have the same effect

size. Exactly how this and other signatures may help us distinguish the causal variant from the

linked ones will depend on factors such as the density of SNPs and linkage structure, and will be

a key problem to be explored through simulation.

Another issue concerns the strategy to sequence the selected pools of flies. An ideal strategy

would be to tag each fly before pooling them for sequencing (individual-seq). This way all the linkage

information will be preserved, which will allow us to test epistatic interactions between variants. It

will also allow us to infer recombination breakpoints, which help reconstruct the haplotype structure

and can be used for association testing. However, there are technical challenges associated with

the individual-seq strategy, such as multiplexing, an essential step in this strategy. With respect to

scale, the current routine is 12-plex, while 96-plex is needed in our approach but is still challenging

to perform. With respect to quality, remixing individual fly DNA after barcoding can introduce

considerable variability in DNA contribution from each fly and lead to variable coverages along the
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Figure 5.3: Extreme selection phenotype sorting. The top row shows the eye area
mean ± 1 s.d. (light grey bars) of the eight founder lines. From the second to the last row:
sample distribution of eye area from one of the following: small eye (blue), random sample
from the cross (black) or large eye (red). Representative pictures of small and large eyes
are shown alongside the respective distributions. The realized extreme selection portion as
estimated from these samples is approximately 20%± 3%.)
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genome, which will both reduce the sample size and therefore the power of statistical tests, and also

increase the variance along the genome. Alternatively, pooling all 200 flies at the DNA extraction

step (pool-seq) is more cost-effective and also more likely to yield high-quality data. This strategy,

however, inevitably results in the loss of haplotype information. Crucially, the choice between these

two strategies will determine the appropriate downstream analyses, and thus we need to balance

between the technical challenges and the breadth and ease of the downstream analyses.

5.5 Materials and Methods

Create synthetic population

Eight DGRP lines were used to found the population. A round-robin crossing scheme was im-

plemented in the beginning to enforce heterozygosity and to avoid unintended competition due to

differential fitness between inbred lines. The population was then maintained as a large, random

mating cohort, on a 14-day discrete cycle. At the time of the pilot experiment, the population is

at its 11th generation.

Extreme Selection

Briefly, 10 food bottles were left in each of the two replicate cages for 2d to collect eggs. This

procedure was then repeated once to obtain 20 bottles per cage. After the adults had emerged,

virgin females were collected and crossed to males from hINSC96Y . Five mating pairs were placed

in a vial, and 80 vials in total were set up for each cage, resulting in 2 x 5 x 80 x 2 = 1,600 distinct

haploid genomes being sampled in the whole crossing scheme (the actual number is slightly larger

because of the additional recombination in the females when producing gametes). All vials were

transferred once after 2d, and in another 2d the adults were discarded. Then, from each two vials

(same 10 parents) 25 male flies were collected and pooled. Before phenotype sorting, a sample

of 60 flies were randomly picked and set aside for estimating the overall population distribution.

Then a two-round sorting scheme was used to pick out the phenotypic extremes. Sorting was done

manually by a single person under a general-purpose dissection scope, with flies on the CO2 bed.
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Phenotype sorting was done separately for the two replicate cages. Approximately 2,000 flies were

examined and sorted in each and 110 were picked in each tail. Ten flies of the 110 were not used

for sequencing, but for quantitative measurement of the eye area to estimate the achieved selection

proportion.

Power analysis

For a variant of effect size d/σ, the population consists of two subpopulations:

X1, ..., XN1 ∼ i.i.d. N(µ, σ2); XN1+1, ..., XN ∼ i.i.d. N(µ− d, σ2) (5.2)

A mixed normal distribution is used to calculate the theoretical quantiles at 5% and 95%, which were

then used to count the frequencies of the two alleles in the two tails. These expected frequencies

were used to calculate the power of a Fisher’s Exact Test, achieved through simulation using

power.fisher.test() in R. 200 samples were assumed to be drawn for each tail in calculating the

power.

Synthetic population simulation

An in-house R script is provided for simulating the synthetic population. The drift rec() function

was kindly provided by R. R. Hudson. Briefly, an initial diploid population of size N (=4,000) is

created by randomly sampling with replacement from eight distinct founder chromosomes. Without

loss of generality, the simulation assumes a single chromosome genome, whose genetic length and

physical length are matched to the chromosome 3L of D. melanogaster ; moreover, the first half

of the population is assumed to be males and the other half females. To produce each of the N

individuals of the next generation, two parents are randomly drawn from each sex. Consistent with

the lack of recombination in males in D. melanogaster, the male parent directly descends one of

its two chromosomes at random to its offspring; in the female parent, recombination is simulated

by assuming a Poisson distributed number of events (mean=0.5, corresponding to 50cM) and a

uniform distribution of the events along the chromosome.
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Simulation for evaluating mapping accuracy

A synthetic population was generated following the above protocol. Genotypes were assigned to

the recombinant chromosomes based on the actual sequence variation present in eight randomly

chosen DGRP lines (chromosome 3L). One of the eight founder chromosomes was seeded with a

single causal variant, which was also a singleton that is only present in that founder out of the

eight. Phenotypes were assigned based on an additive model:

yi = µ+ βgi + εi (5.3)

where β is the scaled effect size, defined as d/σ, where d is the difference in the phenotype mean

between the two alleles and σ is the standard deviation of the phenotype. ε is a Gaussian distributed

error with mean of 0 and variance of 1. Then, the 200 phenotypic extremes on both ends of

the distribution were identified, and a genome-wide scan was performed to identify sites with

significantly different minor allele frequencies in the two tails, using a Fisher’s Exact Test. The

SNP with the smallest p-value was identified and its position recorded as the peak location.

To evaluate the mapping accuracy for variants of different effect sizes, eight categories were

established (scaled effect size between 0.3 and 1.7). 50 replicate simulations were run for each cat-

egory, each starting with an independently generated synthetic population. The absolute distance

between the peak location and the seeded causal site was used to derive median, mean and 80th

percentile estimates.

Simulation for evaluating mapping resolution

The procedure is similar as above. The difference is that instead of one chromosome, two founder

chromosomes were each seeded with a singleton causal variant at a distance of either 173kb or

489kb apart. The choice of these two distances were constrained by the existing singletons in the

eight DGRP lines that were used as the founder lines of the synthetic population.

To compare the scenario between two causal singletons to that of one causal doubleton, the

same synthetic population was used in a second simulation, where a doubleton causal variant was

assigned to the same two founder chromosomes. Like the singletons, the doubleton was also picked
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from available variation from the eight DGRP lines, and was chosen to be between the two causal

singletons used above. In both simulations, genome-wide scans were performed for all variants,

but only singletons on the two chromosomes carrying the causal variant(s) were evaluated. Peak

locations on each of the two chromosomes were recorded and used in the subsequent analyses.
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APPENDIX A

SUPPLEMENTARY TEXT

Text S.1 Neutral expectations for the MK test under

ascertainment bias

The ascertainment of footprint TFBS exclusively in mel may alter the neutral expectations for MK

test and site frequency spectrum in and only in mel. This arises as a result of the mutations in mel

being sampled conditioned on the TFBS being detected in the same species. Since affinity-increasing

and affinity-decreasing mutations have the potential to change the detectability of the TFBS as a

footprint, the conditioned expectation for the neutral pattern is different from the unascertained

case. Where there is a fixed or segregating mutation in mel that changes the binding affinity, we

assumed that the high-affinity allele is detected with probability 1 while the low affinity one with

probability f . Applying these assumptions, we calculate the expected number of fixed mutations

in the ascertained sample under neutrality, as well as the number of segregating mutations in

each frequency classes for the affinity-increasing and affinity-decreasing mutations. For affinity

decreasing mutations, the expected number of segregating mutations at frequency j out of n in the

population sample is (Ewens, 2004, equation 9.17)

ζj =
θ

j
, where θ = 4Nµ (A.1)

In the ascertained sample, however, the number of ζ∗j is expected to be

ζ∗j,dec = ζj × (1− j

n
× f) (A.2)

where the factor in parenthesis is the probability of sampling the derived allele multiplied by the

probability that the TFBS is not detectable, which gives the expected frequency spectrum for

affinity-decreasing mutations under ascertainment. For MK table, let D be the actual number of

mutations fixed in mel, of which D ∗ f will not be detectable in the ascertained sample. We take

the observed values for divergence (D0) and common polymorphism (P0, derived allele frequency
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> 0.15) for the synonymous No-Change class to estimate the expected neutral substitution-to-

polymorphism ratio under ascertainment

R∗
c,dec(d : p) =

D0 × (1− f)
n−1∑
j>a

ζj0 × (1− j
n × f)

, where
a

n
> 15% (A.3)

For affinity-increasing mutations, the expected number of mutations segregating at frequency j/n

in the ascertained sample is

ζ∗j,inc = ζj × (1− n− j
n
× f) (A.4)

For MK table, we have

R∗
c,inc(d : p) =

D0

n−1∑
j>a

ζj0 × (1− n−j
n × f)

, where
a

n
> 15% (A.5)

Finally, we attempt to obtain an empirical estimate of f . Note that footprint sites for any TF

consists of more than a single consensus sequence but spanning a range of affinities. Therefore f

must be smaller than 1. To estimate f for a particular TF, we make the conservative assumption

that the lowest PWM score among the footprint sites for that TF is the threshold of the detection

limit. We then enumerate all possible single nucleotide mutations (3 ∗ L, L is the total number

of nucleotides belonging to the TFBS for that TF), and among those predicted to be affinity-

decreasing we calculated the proportion f̂ which would lead the PWM score of the TFBS to drop

below the threshold. Averaging across the 30 TF, we estimated f̂ = 0.27± 0.20

Text S.2 Expected allele frequency shift after n generations of

random mating

Let p0 be the initial frequency of an allele. After one generation of genetic drift, the frequency in

the next generation is expected to follow a binomial distribution with a variance

V (p) =
p0(1− p0)

2N
(A.6)
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where N is the population size of diploids. If we treat the process as a random walk, we can calculate

the expected change in frequency regardless of direction after n generations. One caveat is that

the step size in this random walk, Zj =
√
pj(1− pj)/2N , changes with the frequency. However, if

the total change is small in the end, we can treat the step size as fixed as determined by the initial

frequency p0. Using this approximation, we have

E[|Sn|] =
√
E[(Z1 + Z2 + ...+ Zn)2] =

√
nE[Zj ]2 =

√
p0(1− p0)n

2N
(A.7)

Note that in the above calculation, for i 6= j, Zi ⊥ Zj and therefore E[ZiZj ] = 0.

Equation A.7 gives the expected frequency shift in n generations. One can also calculate the

upper boundary of the shift by replacing
√
n with n, although the probability of n steps taking the

same direction is vanishingly small as n increases.
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APPENDIX B

SUPPLEMENTARY TABLES

Table S.1: CRM studied in this study

name symbol Chromosome start end footprints

CE1000 E74 Promoter chr3L 17612224 17612895 8

CE1004 h stripe 6 chr3L 8659948 8660496 25

CE1006 Fbp1 enhancer chr3L 14091229 14091302 2

CE1007 DNA IIA237 enhancer chr2R 5822784 5823022 2

CE1008 475bp sev enhancer chrX 10973456 10973933 6

CE1010 dpp 812bp BE/VM enhancer chr2L 2445768 2446580 30

CE1012 h7 element chr3L 8658176 8659109 41

CE1013 Stripe 3+7 enhancer chr2R 5863004 5863516 16

CE1014 1.4kb posterior enhancer region chr3R 4526528 4527944 9

CE1016 2.7kb Dfd EAE chr3R 2611055 2613713 15

CE1018 NK-1 promoter chr3R 17382901 17383486 2

CE1019 dpp proximal promoter chr2L 2454605 2454756 4

CE1020 DNApol-alpha180 promoter chr3R 17497407 17497685 4

CE1021 eve promoter chr2R 5866417 5866922 18

CE1022 tin B enhancer chr3R 17205669 17206042 3

CE1025 twist ventral activator chr2R 18933197 18933859 14

CE1026 ChAT 0.3kb 5’ region chr3R 14530829 14531165 2

CE1027 eve MAS chr2R 5861380 5861582 6

CE1028 ems enhancer element IV chr3R 9720483 9720788 4

CE1029 iab-2(1.7) enhancer chr3R 12636228 12637974 11

CE1030 sal enhancer chr2L 11455638 11456155 18

CE1031 en promoter chr2R 7415172 7415811 8

CE1032 tin 5’ region chr3R 17203781 17205010 1
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Table S.1: (continued)

name symbol Chromosome start end footprints

CE1034 Ubx BRE enhancer chr3R 12526644 12527144 17

CE1035 knirps 5’ regulatory region chr3L 20689622 20690740 39

CE1036 eve mesodermal enhancer chr2R 5872553 5873441 17

CE1037 SRF-A intervein ”c” enhancer chr2R 20229766 20229892 1

CE1038 omb wing enhancer chrX 4280499 4281987 1

CE1039 chr3L 14070015 14072441 16

CE1041 dpp promoter chr2L 2452152 2452471 1

CE1042 Antp P1 promoter chr3R 2830803 2831280 3

CE1047 E2f promoter chr3R 17458890 17459274 5

CE1048 tud promoter chr2R 17070613 17071035 1

CE1049 Antp P2 promoter chr3R 2758361 2760662 64

CE1050 gsb early enhancer chr2R 20943848 20944882 19

CE1051 slbo P2 chr2R 20221605 20221785 1

CE1054 otp regulatory region chr2R 16786018 16787830 9

CE1055 slp1 chr2L 3823118 3824696 9

CE1056 eve stripe 2 chr2R 5865215 5865887 24

CE1057 alpha1 tubulin chr3R 2912163 2913017 14

CE1058 Ubx promoter chr3R 12559789 12560360 20

CE1061 Race 533bp enhancer chr2L 13904731 13905265 3

CE1062 dorsal vessel enhancer chr2R 20191677 20191999 2

CE1064 Trl promoter chr3L 14750248 14751686 27

CE1067 so10 enhancer chr2R 3318590 3319018 8

CE1068 Ubx PRE chr3R 12589355 12590918 50

CE1069 tin D chr3R 17209338 17209690 12

CE1073 B3-15 vm1 enhancer chr2R 20196541 20196901 6

CE1074 tll CD1 chr3R 26676774 26677274 8
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Table S.1: (continued)

name symbol Chromosome start end footprints

CE1075 ftz-f1 promoter chr3L 18758302 18758908 3

CE1076 zen promoter chr3R 2579902 2581525 25

CE1077 rho NEE chr3L 1461790 1462115 10

CE1078 snail promoter chr2L 15478269 15480270 12

CE1079 Dll NRE chr2R 20690304 20691195 3

CE1080 vg boundary chr2R 8776378 8777133 5

CE1081 vg quadrant enhancer chr2R 8783677 8784481 8

CE1082 vvl autoreg enhancer chr3L 6778064 6778580 2

CE1084 ph-p1 chrX 2034243 2034683 6

CE1085 ph-d1 chrX 2019326 2019622 5

CE1086 ph-d2 chrX 2018150 2018483 2

CE1088 scs fragment C chr3R 7775364 7775488 1

CE1089 hairy stripe 3+4 chr3L 8657462 8658374 15

CE1090 Dpt promoter chr2R 14752946 14753349 4

CE1094 Deb-A chr2R 8085631 8086424 2

CE1098 Jra promoter chr2R 5984349 5984683 1

CE1099 Sgs4 chrX 3143318 3144141 30

CE1101 Act 5C proximal promoter chrX 5795566 5796038 1

CE1102 sim 2.8 Pe chr3R 8895635 8898460 9

CE1103 Sgs3 promoter chr3L 11505175 11505337 3

CE1104 Sgs3 63bp 5’region chr3L 11504674 11504738 2

CE1105 E74 KpnI RcoRI intron chr3L 17580603 17580926 3

CE1106 Eip74Eg promoter chr3L 15650460 15650886 9

CE1107 sc L3/TSM enhancer chrX 289651 289904 2

CE1108 sc SMC enhancer chrX 286995 287352 1

CE1109 ko intronic enhancer chr3L 21080606 21081587 3
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Table S.1: (continued)

name symbol Chromosome start end footprints

CE1110 ras promoter cBE76 chrX 10638961 10639282 3

CE1112 hsp23 promoter chr3L 9373335 9373683 9

CE1115 P1 promoter fragment I chr3R 2827205 2827388 4

CE1116 P1 promoter fragment II chr3R 2825808 2826148 4

CE1118 P1 promoter fragment IV chr3R 2823441 2823507 3

CE1121 ftz zebra element chr3R 2689374 2690045 19

CE1122 ind cis-regulatory chr3L 15033494 15033709 3

CE1123 Lz LMEE chrX 9181194 9181476 1

CE1126 copia LTR chrX 4178496 4183743 1

CE1127 ftz USE chr3R 2683637 2686199 58

CE1128 Cp15 promoter chr3L 8721445 8721581 3

CE1129 Cf2 promoter chr2L 4883103 4883234 1

CE1131 sal 1.1 enhancer chr2L 11454343 11455436 8

CE1132 kni L2 enhancer chr3L 20699779 20700471 5

CE1133 ct enhancer chrX 7424257 7424926 7

CE1134 PCNA promoter chr2R 16150202 16150749 6

CE1135 bab1 intron1 chr3L 1085706 1086298 4

CE1136 bab2 intron1 chr3L 1175395 1175613 2

CE1138 Adh promoter chr2L 14614893 14616302 26

CE1140 scs chr3R 7788458 7789554 5

CE1141 otu promoter chrX 8383414 8383958 3

CE1144 Sxl intron chrX 6985658 6986870 2

CE1145 Orb promoter chr3R 19105085 19106451 1

CE1146 ovo promter chrX 4957413 4958494 6

CE1147 glass promoter chr3R 14200149 14200999 2

CE1148 ninaE promoter chr3R 15713875 15714387 5
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Table S.1: (continued)

name symbol Chromosome start end footprints

CE1149 en promoter chr2R 7415997 7416555 14

CE1150 en intron chr2R 7412745 7414506 15

CE1151 U1 promoter chr3R 19685239 19685733 1

CE1152 ftz 3’ region chr3R 2691949 2692335 1

CE1155 Actin5C promoter chrX 5794681 5795112 4

CE1156 Hsp27 promoter chr3L 9376508 9376729 1

CE1157 ACE chr3L 8719259 8719581 8

CE1159 tll promoter chr3R 26677662 26678030 8

CE1160 dpp disk BS1.1 chr2L 2469788 2471532 5

CE1161 dppVRR intron chr2L 2455937 2457661 23

CE1162 hb promoter chr3R 4520300 4524677 20

CE1164 Ddc intron promoter chr2L 19119460 19123023 32

CE1169 117 chr3R 7799721 7799941 2

CE1170 410 chr3L 11552404 11552514 1

CE1172 11B11 chrX 2071273 2071411 2

CE1173 11G4 chr3R 13210846 13211094 2

CE1174 11G5 chr2R 17085621 17085745 2

CE1175 11F6 chrX 12524387 12524538 1

CE1176 116 chr3R 13520975 13521188 2

CE1177 417 chr3R 21067232 21067420 3

CE1178 110 chr3L 5571882 5572102 2

CE1179 407 chr2R 6202914 6203028 3

CE1181 pbx extended chr3R 12598627 12600114 25

CE1182 DNA pol alpha 73 chr3R 23064563 23065162 3

CE1183 tsh enhancer chr2L 21852963 21853592 16

CE1184 lab550 enhancer chr3R 2507112 2507664 3
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Table S.1: (continued)

name symbol Chromosome start end footprints

CE1185 Antp P1 promoter chr3R 2824411 2825376 9

CE1186 twi promoter chr2R 18932628 18933070 3

CE1187 white promoter chrX 2690577 2691909 9

CE1188 white intron chrX 2689167 2689286 2

CE1189 Ubx promoter chr3R 12562550 12563348 4

CE1190 Ubx 3’ chr3R 12481453 12481572 3

CE1191 dpp promoter chr2L 2450830 2450949 3

CE1192 zeste promoter chrX 2341986 2342105 2

CE1193 Hsp70 promoter chr3R 7783054 7784301 13

CE1194 hsp26 promoter chr3L 9370273 9370988 5

CE1195 hsp83 promoter chr3L 3193048 3193256 1

CE1196 E(spl) promoter chr3R 21865315 21866073 2

CE1197 ac promoter chrX 263167 264014 2

CE1198 l(1)sc promoter chrX 302783 303755 2

CE1199 yp1 promoter chrX 9947564 9947891 11

CE1200 Ser wing enhancer chr3R 22997005 22997817 25

CE1201 ems enhancer chr3R 9723513 9724763 10

CE1204 ftz neurogenic enhancer chr3R 2687125 2689005 4

CE1205 Sxl promoter chrX 6986907 6988310 1

coordinates based on dm3
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Table S.2: Percentage of gain and loss of TFBS

Category Species Cutoff >80%a Cutoff >0
Loss mel 2 0

sim 16 16
Gain mel 14 12

sim 1 0

Table S.3: MK table in sim

Category Fix Poly Ratio FET p
Coding
Nonsyn 312 438 0.71 9E-09
Syn

No Chg. 162 446 0.36 –
P→U 449 1714 0.26 0.002
U→P 319 695 0.46 0.04

CRM (aff-dec)a

all 38 35 1.09 2E-05
anc.score>0 31 35 0.89 1E-04
anc.score>2 28 33 0.85 3E-03
Note: to evaluate the influence of including mel specific binding sites
(gained in mel, not present in ancestor), three criteria are tested, including
all footprint sites, sites with predicted ancestral PWM score > 0 or 2.
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Table S.4: GWAS SNPs below 10−5 p-value threshold

Chrs Position Gene Symbol Site Class MAF pval
2L 6018257 H2.0 intronic 0.147651007 4.11E-06
2L 7639113 CG13792 intergenic 0.420560748 3.28E-06
2L 7639113 CG6739 intergenic 0.420560748 3.28E-06
2L 16378839 CG5888 intergenic 0.105960265 5.89E-07
2L 16378839 jhamt intergenic 0.105960265 5.89E-07
2R 6830823 Spn47C intergenic 0.048275862 8.91E-06
2R 6830823 luna intergenic 0.048275862 8.91E-06
2R 8514952 CG17760 intronic 0.079470199 7.11E-06
2R 16411003 CG13422 intergenic 0.173333333 9.29E-06
2R 16411003 CG13426 intergenic 0.173333333 9.29E-06
3L 6523119 sfl intronic 0.474452555 2.38E-08
3L 6523164 sfl intronic 0.429530201 1.98E-06
3L 6523166 sfl intronic 0.429530201 1.82E-06
3L 6523167 sfl intronic 0.42384106 1.59E-06
3L 6523212 sfl intronic 0.486666667 3.56E-07
3L 6523285 sfl intronic 0.482758621 3.08E-07
3L 6523298 sfl intronic 0.492857143 2.67E-07
3L 6523484 sfl intronic 0.421052632 5.18E-08
3L 8372543 ImpE1 intronic 0.21192053 7.87E-06
3R 9282003 CG14372 intronic 0.045751634 5.12E-06
3R 9282011 CG14372 intronic 0.045751634 5.12E-06
3R 13265256 CG5873 intronic 0.033783784 8.95E-06
3R 13265256 CG14331 intronic 0.033783784 8.95E-06
3R 13265265 CG5873 intronic 0.034013605 9.52E-06
3R 13265265 CG14331 intronic 0.034013605 9.52E-06
3R 13265268 CG5873 intronic 0.034013605 9.52E-06
3R 13265268 CG14331 intronic 0.034013605 9.52E-06
3R 16891400 AnnIX intronic 0.452702703 7.66E-06
3R 16891456 AnnIX intronic 0.445945946 7.97E-06
3R 17323042 C15 intergenic 0.430555556 9.08E-06
3R 17323042 CG7922 intergenic 0.430555556 9.08E-06
3R 17323100 C15 intergenic 0.315068493 2.11E-06
3R 17323100 CG7922 intergenic 0.315068493 2.11E-06
3R 19762489 Gdh intronic 0.391891892 8.26E-06
3R 19968993 kal-1 intronic 0.358108108 8.25E-06
3R 23486244 CG18437 intergenic 0.486486487 3.24E-06
3R 23486244 Mlc1 intergenic 0.486486487 3.24E-06
3R 24918157 CG11873 intronic 0.489932886 3.48E-06
3R 24920070 CG11873 intronic 0.406896552 8.00E-06
X 18241719 CG6123 intronic 0.033112583 5.88E-06
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Table S.5: DSPR RILs used in Extreme Selection

RIL
11005
11033
11040
11045
11048
11054
11073
11078
11093
11103
11133
11145
11155
11162
11179
11188
11191
11197
11200
11205
11240
11256
11259
11267
11289
11331
11335
11344
11348
11349
11358
11360
11380
11381
11394
11421
11422
11425

RIL
11448
11451
11452
11461
11476
11481
11485
12009
12014
12015
12019
12033
12037
12045
12050
12051
12063
12064
12070
12074
12080
12087
12093
12117
12122
12128
12130
12132
12134
12148
12150
12151
12132
12167
12168
12169
12171
12177

RIL
12179
12180
12192
12200
12201
12214
12216
12217
12231
12240
12252
12272
12273
12330
12332
12337
12347
12353
12359
12361
12365
12372
12377
12379
12382
21016
21024
21026
21033
21037
21038
21068
21073
21074
21075
21076
21078
21080

RIL
21085
21087
21090
21095
21100
21117
21118
21123
21126
21149
21156
21158
21159
21162
21164
21176
21181
21198
21199
21231
21234
21239
21248
21258
21266
21270
21274
21277
21282
21292
21293
21311
21331
21342
21346
21347
21348
21350

RIL
21353
21357
21359
21362
21380
21383
21398
22005
22009
22012
22018
22028
22038
22044
22059
22071
22077
22099
22107
22113
22139
22141
22143
22151
22205
22207
22210
22225
22241
22245
22250
22255
22261
22268
22272
22288
22302
22305

RIL
22319
22344
22352
22390
22395
22412
22416
22430
22431
22434
22439
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APPENDIX C

SUPPLEMENTARY FIGURES

Figure S.1: De novo TFBS prediction in mel and sim show potential compensatory
sites in sim (A), (C) and (E), Proportions of predicted matches to Hunchback (hb), Bicoid
(bcd) or Krüpple (Kr) PWM that are mel -specific (black), sim-specific (grey) or shared in
both species (white, with numbers indicated ) in each HB, BCD or KR regulated enhancer
region (defined as regions that contain at least one mel footprint site for the TF). (B), (D)
and (F): similar to (A),(C),(E) except that they include 200 bp flanking sequences on each
side of an enhancer. Prediction method: briefly, patser v3e (Gerald Hertz, 2002) was used to
scan the CRMs in both species. The cutoff for calling TFBS was individually chosen for each
TF based on the sensitivity (proportion of footprint TFBS recovered in prediction) and the
specificity (additional predicted sites that dont overlap a footprint). For HB, the cutoff used
recovered 91.8% of the footprint sites while predicting nearly twice as many (1.94 times)
sites. Each TFBS was then aligned in the two species and classified according to whether it
was mel-specific, sim-specific, or shared
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Figure S.2: Compare PWM prediction and MITOMI measurement for binding
affinity change. Each circle represents an observed nucleotide change between mel and
sim in a HB binding site. MITOMI experiments were performed as described in the meth-
ods. Each mutation was measured in two oligonucleotides carrying the original and mutant
nucleotide respectively. The two dashed lines indicate the cutoff for PWM scores we applied
in the study, in order to reduce mis-assignment.
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Figure S.3: Compare PWM based on mel footprints and SELEX PWM. Each point
represents one substitution and its x, y values are the estimates of its effect on binding
affinity using the footprint PWM or the SELEX PWM, respectively. 33/34 strong-effect
substitutions are consistently assigned by the two sets of PWM into either affinity-increasing
or affinity-decreasing categories.
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Figure S.4: Impact of ascertainment on MK table and site frequency spectra in
mel. Each box represents a TFBS, where orange indicates relatively strong binding affinity
while greens indicates weak affinity. Each column is an alignment of a sample of six mel
alleles with the inferred ancestral allele. In the first column, a fixed affinity-decreasing
mutation in mel with a relatively large effect makes the TFBS not detectable as a footprint.
In column 2 and 3, the affinity-decreasing mutations are not fixed but segregating, therefore
the probability of not detecting the TFBS is proportional to the derived allele frequency
(assuming a random mel allele is used in the footprint assay). Column 3-6 illustrate the
situation for affinity-increasing mutations, where the substitutions are always detectable
but the segregating mutations are detected with higher probability when the derived allele
frequency is low. The last two columns represent cases where both alleles are detectable.
To incorporate the uncertainty in the detectability of the low-affinity allele, we define a
parameter f for the probability that the weak allele is not detectable.
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Figure S.5: Site frequency spectra for different classes of sites (A) Non-synonymous;
(B) Synonymous No-Change (C) Preferred-to-Unpreferred; (D) Unpreferred-to-Preferred;
(E) Spacers in CRM. Black: neutral expectation; Gray: observed site frequency spectrum.
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Figure S.6: Excess of rare variants in affinity decreasing mutations in mel suggests
purifying selection. The proportion of low frequency class(es) for affinity-decreasing mu-
tations compared to the theoretical neutral expectation, the observed synonymous sites, or
the expected proportion for synonymous sites under ascertainment assuming f = 1. DAF:
derived allele frequency.
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Figure S.7: PWM derived from mel footprints or orthologous sequences in sim
produce consistent results. On the scatter plot each point represents a single nucleotide
mutation with its x, y values being the estimates of its effect on binding affinity using
either the mel PWM or the sim PWM, respectively. Green and red triangles are mutations
occurring on mel or sim lineages. From the figure, the PWM have very little biases with
respect to scoring mutations from the species where it is derived or the other species.
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Figure S.8: Developmental and adult phenotypes of hINSC96Y expression in the
eye imaginal disc. Top: male, 2-5d adults. Genotype from left to right: hINSWT/CyO
(control); hINSC96Y/CyO; hINSC96Y/hINSC96Y. Bottom: eye portion of the eye-antenna
imaginal discs from 3rd instar larvae, stained with ELAV. Left: hINSWT/CyO (control);
Right: hINSC96Y/CyO.
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Figure S.9: Correlations of eye area between F1 males and females within the
same cross. mean ± 1 s.d. are plotted for a subset of 38 lines. The least square linear fit
is indicated.
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Figure S.10: Observed variation in eye area in crosses to hINSC96Y not correlated
with natural variation among the inbred lines. Five inbred lines were sampled across the
phenotypic distribution of the crosses with hINSC96Y , including the two extremes. They were
crossed to a control line (w;GMR-GAL4), whose male progeny were measured for their eye area.
No correlation is observed between results from the hINSC96Y cross and the GMR-GAL4 cross.
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Figure S.11: Population structure assessed through principal component analysis
(PCA) using 900K autosomal SNPs after LD pruning. (A) 154 DGRP inbred lines
projected onto the plane spanned by the first two principal components (PC1, PC2). The
points are colored according to the phenotype severity in the hINSC96Y crosses (red: severe, or
first 25%; blue: intermediate, 25%-75%; green: mild, 75%-100%, percentiles in eye area distribution
from small to large). (B) projection onto PC1 grouped by their phenotype severity showed no
correlation between the two.
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Figure S.12: All SNPs with p-values below 10−5 from GWAS. From top to bottom
are minor allele frequencies, effect sizes (d/σp), -log10 (p-values) and the bottom triangle
represent the linkage map between these SNPs split by chromosomes.
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Figure S.13: Permutation test to assess the FDR of the p < 10−5 threshold for
GWAS. Shown is the histogram of the number of SNPs with p-values < 10−5 in 2,000
permutation tests. The red triangle indicates the observed number in the real data.
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Figure S.14: FlyAtlas expression report for CG32396 and sfl. (A) CG32396 (B) sfl
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Figure S.15: Conditional analysis shows no additional SNPs associated with the
phenotype of interest. (A) within the sfl locus; (B) all chromosomes. The intronic 18/4bp
polymorphism is included in the linear model as a covariate in both cases.The two dotted
lines in (A) correspond to a single test 0.05 level (red) or the multiple testing corrected
0.05 level using Bonferroni’s method (blue). The red line in (B) represents the Bonferroni
corrected 0.05 level.
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Figure S.16: log2 transformed ratios between transcript levels associated with
18bp/4bp alleles. The allele-specific expression ratios were measured in F1 hybrid indi-
viduals by pyro-sequencing, either with three biological replicates and four pyro-technical
replicates, or four and three, to obtain a total of 12 measurements. In each of the 15 crosses,
the technical replicates were plotted in a single column, with different columns representing
the biological replicates.
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 18bp 28190 28141 28178 28144 28135 28171 
4bp  A B C D E F 

28240 1 A1 1B     
28231 2  B2 2C    
28138 3   C3   3F 
25204 4    D4 4E  
28211 5 5A    E5 5F 
28227 6    6D  F6 
28139 7      F7 
28122 8   C8    

 

Figure S.17: Cross design for pyro-sequencing Six 18bp and eight 4bp lines were ran-
domly chosen from the 154 DGRP lines used in GWAS. The bloomington center stock# is
listed. In each cell, the order of the letter/number indicate the direction of the cross. For
example, A1 indicates that males of 28240 was crossed to virgin females of 28190.
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Figure S.18: Sample size required for replication. The sample size required to replicate
an association with 80% power given an effect size (in units of d/σ) is plotted on the y-axis,
calculated by G*Power3 (Faul et al., 2007)
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Figure S.19: Venn diagram for overlap of SNPs in the sfl locus between DSPR
and DGRP. In the 55kb sfl locus, there are a total of 924 SNPs in DSPR and 3018 SNPs
in DGRP (1053 have MAF> 0.05). Focusing on the DGRP SNPs with MAF> 0.05, the pie
chart shows the amount of overlap between the two.
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Figure S.20: The reverse direction of sfl intronic variation effect is driven by just
one of the two synthetic DSPR populations. The difference between the 18bp vs. 4bp
alleles were plotted and tested separately for population A and population B in DSPR.
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Figure S.21: Power of extreme mapping when 20% tail is selected instead of 5%.
Same simulation procedure as in 5.1, except that 20% tail instead of 5% was selected.
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